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PREFACE 

 

Condition Monitoring Society of India is a non profit professional body of practising 
Engineers, Scientists and Personnel involved in the field of industrial maintenance. The 
society primarily aims at growth of the science of condition monitoring of machines, 
equipment and systems of India. Condition Monitoring Society of India was established in 
2003 with R&D scientists, academicians and maintenance engineers forming the core 
strength. The society was established on 25 August 2003 at Naval Science and 
Technological Laboratory (NSTL), Visakhapatnam with  Dr. V Bhujanga Rao (currently 
Chairman of KIMS Research Foundation Centre, Hyderabad) as the founder President and 
Dr. M. Ananda Rao as founder General Secretary. The society has two grades of 
membership namely, Individual Life members and Institutional Life members. The society 
has grown over the past two decades. Twenty Nine Industries, Academia and R&D 
organisations have become the Institutional members of Condition Monitoring Society of 
India so far. CMSI brings out a quarterly News letter “MONITOR” to disseminate the 
latest trends in condition monitoring among the professionals in the country and abroad. 
The society’s website www.comsoi.org provides for publishing online news and online 
interaction among members. The Executive council of the society meets annually to discuss 
the progress of activities of the society. Annual meets are held to foster interaction among 
the members and technical talks are organised during these meets. Vijayawada, Durgapur, 
Hyderabad, Jamshedpur and Chennai local chapters have been formed under the aegis of 
CMSI.  

 CMSI organised eight National Conferences on Condition Monitoring (NCCM-
2006- Visakhapatnam, NCCM-2009-Visakhapatnam, NCCM-2012-Pune, NCCM-2013-
Bengaluru, NCCM-2014-Chennai, NCCM-2015-Visakhapatnam, NCCM-2017-IGCAR, 
Kalpakkam and NCCM-2019-Vijayawada) since its inception. International conferences on 
Condition Monitoring ICCM-2011, ICCM-2016 & ICCM-2021 were conducted by CMSI 
in association with GITAM University at Visakhapatnam and Tata Steel, Jamshedpur. 
Several experts including Prof. BVA Rao, Dr. V Ramamurti, Dr. V Bhujanga Rao, Sri. BK 
Das, Sri. MP Srivastava, Sri. RK Biswas, Dr. Naresh Tandon, Dr. Amiya R Mohanty and            
Dr. Rajiv Tiwari among others delivered invited talks during these conferences. Apart from 
this, CMSI organised, several short term courses and workshops in association with CII, 
AICTE, ISTE and others. All these events were attended by a large number of engineers, 
scientists and students.  

 Dr. V Bhujanga Rao endowment lecture was instituted from 2012 onwards. The 
first endowment lecture was delivered by Prof. BKN Rao, an internationally acclaimed 
expert on Condition Monitoring. Second Lecture was delivered by Dr. V Ramamurti (Retd) 
Professor of IIT, Chennai. Subsequently, Dr. Kota Harinarayana, Dr. PS Goel, Prof. Raj 
Kumar Roy, Dr. Amaresh Chakrabarti, Professor of IISc, Bangalore, Dr. A R Mohanty, 
Professor of IIT Kharagpur and Dr. Nalinakash S Vyas, Professor of IIT Kanpur delivered 
Dr. V Bhujanga Rao Endowment lectures. CMSI Centre was setup and First Student 
Chapter of CMSI was launched on 14 Mar 2013 at Andhra University, Visakhapatnam. 
Later, student chapters were launched at NITTE Bangalore, Hindustan University-Chennai, 
GVP College of Engineering, Visakhapatnam, GVP Degree & PG Studies, Visakhapatnam 
and NSRIT-Visakhapatnam. With the co-operation of industries, academic institutions and 
R&D Laboratories across the country, CMSI is set to scaled greater heights in years to 
come.  
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 As a part of CMSI’s endeavour to highlight growing importance of Condition 
Monitoring, a two day National Conference of Condition Monitoring (NCCM 2023) is 
being organised during April 27-28, 2023 at Naval Science and Technological laboratory 
(NSTL), Visakhapatnam. A number of Condition monitoring experts/practising specialists 
from various organisations, institutes and industries are expected to participate in the 
conference. The conference provides a platform for interaction on state of art Condition 
Monitoring strategies being followed worldwide. It also provides an opportunity to 
deliberate on latest trends in the field of condition monitoring. The conference aims to 
discuss future trends in thermography, wear debris analysis etc that are being employed in 
the industry for predictive maintenance and hence these proceedings are being brought out 
so as to disseminate the knowledge that is being shared in the conference. 
 
 

 
 
 

Er. PVS Ganesh Kumar 
Outstanding Scientist 

President, CMSI 
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Dr. V Bhujanga Rao,  

Founder and Patron,  

Condition Monitoring Society of India, Visakhapatnam 
 

 

Abstract 

 

 

Innovations in digital technology like the IoT, AI, VR / AR, digital twin and 3D printing 

are fuelling the Industry 4.0 revolution to achieve higher efficiency goals in all industrial 

processes and plant operations.  "Smart factory" or Industry 4.0 environments connect 

systems to build an "intelligent network" of machines and processes, viewing every aspect 

of the operation as a potential profit centre. There is a digital layer that sits on top of the 

mechanical and human operations, and this digital layer is constantly monitoring, 

interpreting, reporting on, and in some cases directing the actions of the physical machine 

layer. This digital layer is created on the basis of Condition Monitoring methodology 

making condition monitoring as an essential gateway to Industry 4.0 to realize new 

business value. Industry 4.0-style plant or smart factory requires automating data capture 

ecosystem reflecting the health, safety, risk of damage of machinery or equipment which 

helps prevent down time. Once the most useful asset data for condition monitoring has 

been identified, the system must use predictive / cognitive data analytics and direct that 

data into a platform where it can be aggregated, integrated with data from other operational 

systems, and then compared against machine performance which enhances the ability to 

control and optimize processes, cut costs, drive new innovations, virtualise experiments 

with digital twins etc.  

 

 

****** 
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Machinery Diagnostics and Vibration Technology: 

Scenario in Industry 4.0, Challenges and Opportunities Ahead 

 

Dr. Tarapada Pyne 

Chief Knowledge Officer & Director, Center for Reliability and Diagnostics, Mumbai 

Founder Secretary & Director General, Council of Vibration Specialists, Mumbai 

 

SUMMARY OF THE TALK 

Condition Monitoring (CM) and associated maintenance strategy Condition Based 
Maintenance (CBM)/ Predictive Maintenance (PdM) have evolved over the decades in 
types, in application coverage, in diagnostic and prognostic suitability and not new to us 
today.  

The importance of these predictive techniques, applied independently or jointly, in the 
health monitoring and assessment of assets (machines or humans), has already been 
proven. Each technology, related hardware or software, has matured over the decades, as 
per the depth of analysis required to arrive at the root causes of the anomalies; to satisfy the 
diagnostic requirements in the handling of health data, both quantitative and qualitative; 
and to interface the requirements of industry-specific reliability and maintenance 
performance indices. So, the monitoring and prediction tasks, in terms of their 
applicability, have traced a learning curve. However, unfortunately, industries have not 
been able to reap the results to the extent the proven technologies are capable of providing, 
possibly due to the mismanagement of knowledge in the inter-disciplinary fields of 
reliability and diagnostics.  

CBM through vibration diagnostics is widely used, given the fact of defect vs. symptoms 
relationship being unique, the ease of access to learning the technology of vibration 
analysis supported by machinery correction methodologies related to this parameter. It is 
also observed that around 70 - 80% of assets anomalies may be rightly predicted by the use 
of vibration information. It is to be remembered at the same time that tracking of one health 
parameter and analysing the same is not good enough for timely prediction of any health 
issues of the machinery. 

In this talk, the speaker attempts to bring out, in brief, the lessons learnt so far from the 
ineffective usage of the various proven CM technologies; and the present claims made by 
the overhyped asset analytics in the age of digitalization and the consequent global 
industrial disruptions. While narrating the current scenario, the challenges being faced/ to 
be encountered in near future, the speaker places emphasis on the opportunities available 
today in India (Today’s CBM Destination!) keeping the diagnostic-interests and 
expectations of the owners of industrial assets at first place, and then concludes the topic 
with some encouraging notes on the all-round merits of CBM/PdM. 

The entire talk is expected to cover the following possible heads: 

1. Introduction to the World of CBM/ PdM 

• Concept 
• Plant Reliability & CBM  
• Technologies - Causes Vs Consequences 
• Addressing PF Curve/ Maintenance Strategies (criteria of right fit of technologies) 
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2. Scenario Today 

• Good and encouraging state (Awareness/ Hype/ Love for AI, ML/ Jobs/ Market 
survey/ corporate marriages). 

• Bad where lies the Challenges (Disintegration/ Isolated Approach, RCA & Design/ 
Re-Engineering, PdM Status (Old Vs New Assets), Education & Training (Formal 
& Non-formal), Service Providers, PdM & Energy saving efforts). 

• Govt/ OEMs/Institutional role as a whole. 
 

3. Opportunities  

• Industrial Benefits (its visible and omnipresent). 
• Market Growth & Job Opportunity 
• Education & Training / Indian Experts/ Various Platforms/ Seminars 
• Education and Training (Formal & Non-formal/ Govt/ Non-Govt/ Service Providers 

& MSME efforts/ OEMs/ Independent Bodies/ Research Institutions……) 
• Growth of Innovative Indian Products/ Start-ups 
• Market / Players in the field / Indian-ness/ Make in India 
• Govt Role in encashing the current growth market. 

 
4. CBM/ PdM in Industry 4.0 

• Industrial disruptions - Claims Vs. Expectations  
• Technology suitability Vs Impact on Machine health prediction 
• Electronics vs. Mechanical/ Physical Expectations vs. Software vs. Data transfer 

media & cloud Vs asset owner’s needs.  
• Prospect of Simulation & Digital Twins – Confidence level in Surveillance/ 

Knowledge Gaps/ Knowledge-Risk/ Knowledge Strength in performance 
monitoring. 
 

5. Conclusion 

In conclusion, emphasis is given on the imminent growth of CM technologies and 

therefore the benefits and hence no looking back. What BEST the diagnostic fraternity 

should opt at this junction is briefed again not only in health monitoring, but also in 

energy savings, in energy harvesting, in equipment and process waste management, in 

selection of prime movers/ drivers, in maintenance and in built-in design thinking of 

CBM process. Lastly but not the least in skills development and knowledge 

management. 

 

****** 
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Rotating Machinery Fault Detection by Vibration  Signature Analysis 
 

Dr. Kamalkishor J. Uke 

Senior Principal Scientist 

CSIR- Central Mechanical Engineering Research Institute, Durgapur 
 

Abstract 

A machine seldom breaks without a warning. The signs of impending breakdown are 
almost present long time before the catastrophic breakdown. Therefore, objective of 
condition monitoring is to provide information that will keep machinery operating longer at 
the least overall cost. Vibration, bearing temperature, pressure and lubricating oil condition 
are some of the accessible parameters that can be measured at varying intervals. 
Vibration signals define the dynamic properties of a machine including various faults in 
machine like bearing stability, unbalance, coupling misalignment, looseness and rubs etc.  
Vibration characteristics also provide early indication of defects on components such as 
rolling element bearings and gears.   

All machines under dynamic condition produce vibration and some unwanted noise.  These 
vibrations are nothing but the transformations of one form of energy to the other, which can 
be represented in the form of wave and is commonly known as vibration signatures. These 
vibration signatures carry most of the information of dynamic conditions of a machine 
including the faults.         

Full utilization of vibration characteristics for analysis and monitoring requires measuring 
amplitude, frequency and phase.  With some exceptions, amplitude is the primary indicator 
of the quality of condition that is how long a machine can operate.  Frequency content and 
phase identify the specific defects; components affected and in some cases, also indicate 
quality.   

Vibration monitoring is the most versatile technique for condition monitoring.  Noise and 
vibration are the signals of machinery trouble.  Vibrations are due to many causes inside 
the equipment that vibrates or may be induced or transmitted from sources outside.  
Measurement of vibration and its analysis enable us to predict the actual fault and take 
suitable action much before the breakdown of the machinery.  If the measurement falls 
within the stipulated norm, the equipment can be allowed to operate. It is therefore 
essential to establish the norms. Regular records & signature analysis coupled with 
experience are essential for exact diagnosis.    
 
For vital machines, vibration signatures may be obtained immediately after installation. 
The analysis can then be carried out periodically as well as after every maintenance. The 
analysis may also be carried out when the overall vibration level shows some abnormal 
changes. Displacement, velocity or acceleration amplitude may be used for measurement of 
vibration signatures of machine depending upon the prominence of the frequency 
components of the vibration signal. Velocity response is generally used for almost equal 
emphasis on all frequencies. Some of the vibration signals can be identified at certain 
expected frequency, which are discussed later in this paper. This paper will discuss in 
details how to identify different faults in rotating machines by vibration signature analysis. 

 

****** 
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Reaching Out Condition Monitoring Systems to Our  MSMEs - It can be 

Their Saviour – Few Case Studies   
 

Dr. Rana Dutta ,  

Consultant, TPM & CBM   

Electrosteel Castings Limited, Srikalahasthi Works, Rachagunneri ,AP 

 

Abstract 
 

Condition Monitoring systems are normally dominant in major industries only as the tools 

and the engineers handling them are both highly expensive .The tight budget of our micro, 

small and medium enterprises(MSME) can ill afford these expenses after meeting their 

operational expenses. The author had an opportunity to be a maintenance consultant to few 

of our MSMEs across the country. During consultancy it was realised   that one of the 

aspects that affect many MSME’s turnover are the frequent breakdowns of their 

machineries and wasteful process of plant maintenance. It was also observed that most of 

the failures could have been prevented with simple application of condition monitoring 

tools. The reluctance of using the condition monitoring tools by the MSMEs were found to 

be two-fold. Firstly, the initial cost of condition monitoring tool and secondly but most 

important the general apathy of those who are responsible for the plant upkeep for the fear 

that these tools will make their job redundant. The challenge lay in how to overcome these 

mental as well as financial barriers and reach out the benefits of the condition monitoring to 

these enterprises. It could be their saviour for low productivity due to machine failures. 

Case studies shows that with proper counselling and shop floor demonstration the 

challenge can be resolved and CBM be made one of the saviours for many of our flagging 

MSMEs. 

 

 

****** 
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“Seven Stages in the life of a Rotating Equipment” and their influence  

on the Vibration Analysis 
 

Shri. Ganti Subba Rao 

Vibration Consultant, Rajahmundry   

Abstract 

Carrying out analysis and finding solution for a vibration problem of a small motor driven 
fan of few Kilowatts capacity or a large gas turbine of 210 MW could be equally 
challenging.  This is most likely due to the fact that the actual seed (root cause) for 
vibration problem might have been shown (entered) at any of the various stages of the life 
of the equipment.  Logically, there appears to be seven stages in the life of any rotating 
equipment and they are: 
 

1. Design 
2. Engineering 
3. Manufacturing 
4. Installation 
5. Commissioning 
6. Operation 
7. Maintenance 

Whether the analysis and solution shall be simple or complicated depend upon the stage at 
which the problem was initiated.  

Typically, a field vibration analyst might not be not be adequately equipped with necessary 
tools and expertise to resolve the vibration problems if they are due to any design / 
engineering / manufacturing / Installation issues.  

Either OEM experts or consultant specialists of respective fields are required to address the 
problem. 
 
Many of the field vibration analysts do not have an understanding of the “seven stages” 
concept and the limitations thereof in analyzing the vibration problem. 
 
This talk discusses the above with relevant inputs from real world case studies. However, 
due to confidentiality of the data, only salient details of the case studies shall be presented. 
 

Key words: Rotating Equipment, Seven Stages, Vibration Analysis, Root Cause,  

 

****** 
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Application of Active Magnetic Bearings for Fault Suppression and 

Identification in the Moderate and High-Speed Rotors  
 

Prof. Rajiv Tiwari 

 

Department of Mechanical Engineering, Indian Institute of Technology, Guwahati,  

Guwahati-781039, Assam, India 

Abstract 

The paper presents application of active magnetic bearings (AMBs) for the moderate and 
high-speed rotors for its fault suppression and identification [1]. Initially, some application 
of AMBs in aerospace application will be reviewed. Conventional identification techniques 
require external excitation (either known or unknown) to the system, and based on input-
out information the system and fault parameters are identified. However, with AMBs 
instead a suppression force is used. The new philosophy of fault suppression and 
identification in rotating machinery will be introduced in very abstract way. Then some 
model-based research performed on this topic will be presented, which includes balancing 
of high-speed rotors with virtual trial unbalances at slow runs [2]; quantification of 
misalignment with virtual trial misalignments [3-4]; quantification of transmission error in 
geared rotor system [5], etc. will be briefly presented. In the end some future direction in 
the field will be presented [6].  
 

Keywords: Active Magnetic Bearings Flexible Rotor Balancing; Cracked Rotor; Geared 

Rotor; Misaligned Rotors; Virtual Trial Unbalance and Misalignments.  

REFERENCES  

[1] Tiwari R. Rotor Systems: Analysis and Identification. CRC press, Boca Raton, USA; 2017.  

[2] Gyan R. and Tiwari R. On-site high-speed balancing of flexible rotor-bearing system using 
virtual trial unbalances at slow run. International Journal of Mechanical Sciences, 2021: 183, 
105786.  

[3] Prabhat K. and Tiwari R. Finite element modelling, analysis and identification using novel 
trial misalignment approach in an unbalanced and misaligned flexible rotor system levitated by 
active magnetic bearings. Mechanical Systems and Signal Processing, 2021: 152, 107454.  

[4] Srinivas S., Tiwari R. and Kannababu C. Modeling, Analysis, and Identification of Parallel 
and Angular Misalignments in a Coupled Rotor-Bearing-Active Magnetic Bearing System. 
ASME, Journal of Dynamic Systems, Measurement, and Control, 2021: 143 (1), 011007.  

[5] Majumder G. and Tiwari R. Transverse vibration of geared-rotor integrated with active 
magnetic bearings in identification of multiple faults. ASME, Journal of Dynamic Systems, 
Measurement, and Control, 2021: 143 (9), 091003  

[6] Srinivas S., Tiwari R. and Kanna babu C. Application of active magnetic bearings in 
flexible rotor dynamic systems–A state-of-the-art review. Mechanical Systems and Signal 

Processing, 2018: 106, 537-572.  
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AI/ ML-Based Performance Characteristics Predictions of  

Centrifugal Pumps 
 

Ashish Sharma, Rajiv Tiwari, Niranjan Sahoo
 

Department of Mechanical Engineering, Indian Institute of Technology Guwahati,  

Guwahati-781039, Assam, India 

Abstract 

Deviation of pump characteristics, i.e. the pump head, power, and efficiency from normal 
trends should be considered as a condition monitoring factor, and can be used for predictive 
maintenance which justifies the best time for overhauling of pumps. The effective 
operation of pumps in diverse technical fields depends on centrifugal pump characteristics 
at various operating speeds. Therefore, a unique method considering the centrifugal pump 
intrinsic operating characteristics has been proposed to solve this problem and anticipate 
the pump characteristics. In this study, Pump characteristics were evaluated to calculate 
functional curves, such as the pump head versus discharge, power versus discharge, and 
efficiency versus discharge at different ranges of speed varying from 900 rpm to 2520 rpm 
to find out the most efficient operating speed of the pump. The best efficiency point was 
evaluated for each speed. Artificial Neural Networks (ANN) and different machine 
learning algorithms are used to predict the performance characteristics of centrifugal 
pumps. Training and testing data were obtained from experimental studies. The best 
training algorithm is determined. The model performs as anticipated, according to all 
projected performance parameters for a centrifugal pump. Complex, time-consuming, and 
expensive experimental research is required to identify the head, efficiency, and effective 
power consumption of various types of pumps. This approach can be used to forecast pump 
performance with a centrifugal pump at different speeds without conducting experiments. 
 
Keywords: Centrifugal Pump, Pump Characteristics, Machine Learning, Artificial Neural 

Network 

 

Introduction 

Centrifugal pumps are rotor-dynamic devices that move liquid to a higher head by spinning 
a set of impeller blades. Using a centrifugal pump, the liquid is accelerated to the impeller's 
exterior ring, where motor energy is transformed into kinetic energy. The quantity of 
energy transferred to the liquid is reflected in the velocity at the vane or impeller point. The 
liquid travels at a higher velocity at the vane tip and is given off more energy when the 
impeller rotates more quickly or is larger. Since many industrial activities depend on non-
redundant components, a decline in pump performance or a malfunction has an impact on 
how well the system works as a whole. Because of their exceptional efficiency, broad range 
of capacity and head options, uniform flow rate, ease of operation, and cheap maintenance 
costs, Centrifugal Pumps are frequently used in industry. Their usual working speed range 
is between 1000 and 3000 rpm, and they operate in harsh environments. They guarantee the 
smooth operation of the process and are essential components of many manufacturing 
facilities [1]. It is crucial to understand how centrifugal pump problems arise in order to 
spot them and take appropriate action to stop the unavoidable consequences. The premature 
failure or performance degradation of the pump system could have a significant financial 
impact on the functioning of the complete unit. In addition to the economics, the operator's 
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safety is in jeopardy. Early fault identification is therefore essential to prevent the device 
from failing catastrophically. Although qualitative analyses of vibration patterns are highly 
beneficial and contain a wealth of information about the flaws, they are susceptible to 
interpretation mistakes made by humans [1]. Centrifugal Pump as conventional machine of 
energy conversion, with low energy consumption, low cost and compact structure, in 
industry, agriculture and life has wide range of applications. Low speed centrifugal pumps 
are especially crucial in the petrochemical, irrigation and draining, aircraft, and other 
industries. According to statistics, 22% of the world's energy supply is used by pumping 
systems. However, the poor working efficiency of low-speed centrifugal pumps, which 
prevents them from using the majority of the energy, makes it urgently necessary to 
enhance pump performance in order to boost the efficiency of energy conversion 

The typical curves of centrifugal pumps depict the laws and relationships governing each 
parameter, and the pump performance expression is crucial to the manufacturing process. 
Two significant parameters among the centrifugal pumps efficiency parameters are the 
amount of flow (Q) and the pump head (H). The stability of the centrifugal pump function 
and the range of flow regulation is directly impacted by the shape of the H-Q curves. 
Additionally, a speed-based variable torque number is required for this pump. The torque 
increases by a factor of four when the speed is twice because it is simply proportional to the 
square of the speed. The characteristic curve of the centrifugal pump is determined by the 
design intention and actual test at a certain speed. The three characteristic curves of flow 
v/s head, flow v/s efficiency, and flow v/s power are measured by the pump manufacturer 
before leaving the factory. The pump's head and discharge rate are represented by the 
ordinate and abscissa, respectively. A particular centrifugal pumps flow and head curve is a 
downwardly curved line, showing that the pump head decreases and the flow rises. It is 
possible to choose and employ pumps based on the centrifugal pumps typical curve, which 
depicts the change law of the pump's fundamental performance. Different pumps have 
unique distinctive curves, and the apparatus maker will supply you with this information. 
Every pump, strictly speaking, has a unique distinctive shape. A collection of the head, 
shaft power, and efficiency numbers that correlate to any flow point can be located on the 
pump characteristic graph. Working conditions, which refer to a collection of working 
conditions at the greatest productivity point, are the normal name for this set of related 
factors. The state is referred to as the finest state. Despite the differences in the 
characteristic curves of the various kinds of centrifugal pumps, they all share a similar 
pattern of change. 

Literature Review 

According to several academic studies, the impeller, volute, and diffuser design parameters, 
which have an impact on the characteristics of fluid flow inside the turbo machine system, 
determine the efficacy of centrifugal pumps. The number of blades, vane angle setting, and 
blade width are all part of the impeller design. The diameter of the base, the breadth of the 
volute, the vane setting angle of the tongue, and the throat area are the principal design 
elements of the volute [2]. The characteristics of the pump were assessed on different blade 
outlet angles in a recent experimental study. It is one of the important centrifugal pump 
design factors that have an impact on the internal flow field and overall pump efficiency. It 
has a sizable impact on the efficacy and head pump. Wider blade departure angles improve 
overall pump performance [3]. Today's research focuses on obtaining pump characteristics 
for household use or evaluating the performance of centrifugal pump variations under 
various operating circumstances. A centrifugal pumps performance evaluation under 
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various operating circumstances is effectively investigated [4]. This study seeks to quickly 
and accurately predict centrifugal pumps' energy performance, including their head, power, 
and efficiency. The theoretical loss model is combined with the back propagation neural 
network, which is a physics-informed neural network and can predict accurate results with 
a small sample size, to create a hybrid neural network based on the different geometrical 
parameters and operational circumstances. [5]. The performance of a centrifugal pump can 
be calculated theoretically using internal and external energy loss equations that are both 
scientific and empirical. For varying impeller geometry and pump rotational speed, 
calculated data on pump head, efficiency, and power were produced and compared with 
experimental data. For pump head, a very excellent agreement between the two sets of data 
is found [6]. Developed hybrid neural networks that incorporates the theoretical loss model 
into the back propagation neural network and then automatically determines the node 
number of hidden layers is proposed to predict the energy performance (i.e., the head, 
power, and efficiency) of centrifugal pumps based on the various geometrical parameters 
and operating conditions [7]. Devised a method for Cavitation detection based on ultrasonic 
phase demodulation. The support vector machine was fed with the features retrieved from 
demodulated data. An accuracy of 98% was achieved [8]. The study offers an empirically 
verified optimization procedure for radial flow centrifugal pumps operating in turbine 
mode. The optimization procedure described here is intended to be used with prediction 
models to forecast a pump's turbine mode characteristics and selection models to choose 
the best pump for turbine-mode operation. Prior prediction uncertainties are reduced by the 
optimization routine, particularly in the low specific speed region [9]. Based on the 
hydraulic specifications of the pump, particularly the specific speed that identifies the type 
of the runner and, subsequently, its hydraulic behaviour, a new method was developed to 
forecast the Best efficiency point of a Pump as Turbine .The more effective pump works as 
a turbine in greater h and q when two pumps with the same specific speeds are compared, it 
has been demonstrated. However, a pump with a larger impeller operates more effectively 
at the same particular speeds [10]. Analysed the flow rate and pressure build-up in a pipe 
when a centrifugal pump is operating at a fixed speed. A straightforward and low-cost test 
rig is created to approximate residential water distribution, or housing application. In order 
to monitor and analyse pump performance, including water pressure, water flow rate, pump 
power, and pump speed, the approach is then experimentally validated [11]. They showed 
that Cavitation increases the typical oscillation frequency at specific locations in a 
centrifugal pump. Before and after cavitations, the five-stage diffuser centrifugal pumps 
oscillation was measured and analysed. The surface of the flow path components are 
affected by the high-speed micro-jet produced by Cavitation, which raises the oscillation 
characteristic frequency. [12]. They examined the pressure pulsation at the pump intake 
and exit using numerical modelling and experimental research to determine the evolution 
of the cavitations. Apart from the selection of method of collecting data and debating which 
physical signal (or their combination) will give better confidence in results, the domain in 
which the data is present before it is used for feature extraction also matters [13]. 
 
Measurement Procedure 

 
A centrifugal pump may operate in a wide range of situations, but not all of them will result 
in effective and satisfying performance. How the data is displayed presents one of the 
primary challenges for the examination of centrifugal pump operational performances. A 
precise determination of the mass flow processed by the centrifugal pump is possible with 
the experimental test setup shown in Fig. 1. A switch valve that permits the use of a closed 
loop circuit is installed in the plumbing system. Throttle valve controls the flow rate. Pump 
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was made to operate at a set of different speeds. A variable frequency drive is used to run 
the induction motor from 900 rpm (15 Hz) to 2520 rpm (42 Hz) in steps of 300 rpm (5 Hz). 
Flow rate, suction and discharge pressure, are measured at seven different flow rates for 
each rpm.. Flow rate is measured with the help of flowmeter. Input power demand of 
pump-set is measured using electronic standard energy meter. In pump there are two 
pressure taps, one for the discharge and another one for the suction. These taps are 
connected to their corresponding pressure gauges. Pressure taps are closed subsequently to 
cause the variation in pressure in suction and discharge line. Equations 1, 2, 3, and 4 were 
used to determine the centrifugal pump head, hydraulic power, and efficiency after all 
values had been measured. The performance profiles were then found. 
 

 

    Fig. 1 Centrifugal pump Test Rig 

The current study focuses on examining three performance metrics at different speeds, 
including head pump, hydraulic power, shaft power and efficiency. All of those parameters 
in centrifugal pumps are typically described by equations 1) to 4).  

After obtaining the discharge and suction pressure during the pump test, the pump head is 
computed using the following equation: 
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The hydraulic power given to the fluid is given by, 
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Input power of three phase induction motor is dependent on phase angle, current and 
voltage, it is given by, 

                                          Pshaft= 
Φ∗∗∗ CosIV3 * Motorη ………………..……… (4) 

Where, V is the voltage; I is the current and ϕ is the phase angle. 

Fig.2 shows the prediction flow diagram i.e. from flow of input data to prediction of pump 
characteristics. Dataset was generated after series of experiments. Pump Characteristics 
were calculated from above equations. Data set was split into Training and Validation 
datasets. Various machine learning and deep learning algorithms were trained for 
prediction. All the models were evaluated on validation data set.  

 

Fig. 2  Prediction Flow Diagram 

Results 

Table 1 shows the data findings from the experimental rig testing, including the water 
pressure, flow rate, and other factors at 1800 rpm. Values of each parameter are taken for 7 
different flow rates at each set of rpm. 

N(RPM) Ps(Kpa) Pd(Kpa) Discharge (m3/s) voltage(V) Current(Amp) 

1800 -9.542 36 0.0018 222.5 1.33 

1800 -12.001 43.2 0.0017 221.47 1.32 

1800 -13.234 48.6 0.0015 221.68 1.28 

1800 -13.876 50.4 0.0011 222.5 1.25 

1800 -14.987 54 0.0008 222.55 1.22 

1800 -16.237 59.4 0.0006 222.99 1.18 

1800 -19.976 63 0 221.77 1.18 

Table1. Input parameters at 1800 rpm 
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N(RPM) Pump Head(m) 

Output power 

(W) Input power(W) Efficiency (%) 

1800 4.64 81.98 328.03 24.99 

1800 5.63 93.84 324.05 28.96 

1800 6.3 92.75 314.53 29.49 

1800 6.55 70.7 308.3 22.93 

1800 7.03 55.19 300.96 18.34 

1800 7.71 45.38 291.67 15.56 

1800 8.45 0 289.76 0 

Table 2. Pump Characteristics at 1800 rpm 

Table2 contains centrifugal pump-set test data papers that list all of the pump-set's flow, 
head, power, and efficiency parameters at 1800 revolutions per minute. The characteristic 
curves for the pump set were derived from the computations at 5 various sets of rpm, 
ranging from 1800 rpm to 2520 rpm at a 180 rpm interval. 

Table 3 shows the data findings from the experimental rig testing, including flow rate, 
Pump head, Power and efficiency at 5 different rpm at an interval of 180 rpm. All these 
parameters are benchmarked against established affinity laws i.e. 
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Where Q is discharge, D is impellor diameter, N is rpm, hp is pump head and P is power. 

N(RPM) Discharge (m
3
/s) Pump Head (m) Input Power 

(W) 

Efficiency (%) 

2520 0.0033 8.99 929.952 64.77 

2340 0.0028 7.97 728.511 54.11 

2160 0.0024 6.95 571.876 45.16 

1980 0.0021 5.65 440.256 36.53 

1800 0.0018 4.64 328.03 24.99 

Table 3. Parameters at 5 different rpm 
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Figure 3,4,5 shows the variation of Pump head, Input power and efficiency versus 
Discharge at 5 different rpm. 

 

               Fig.3 Variation of Pump Head w.r.t Discharge  

 

Fig.4 Variation of Input Power w.r.t Discharge  

 

Fig.5 Variation of Efficiency w.r.t Discharge  

Pump data set was generated from experiments. Data set consists of 70 rows and 10 
columns. Various machine learning algorithms and artificial neural network was used to 
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predict the pump characteristics. Performance scores of all algorithms were evaluated and 
linear regression comes to be the best performing algorithm.  

 

Fig. 6 Performance scores of algorithms 

Conclusion 

In this work, experimental procedure was developed to calculate the performance of the 
centrifugal pump at different set of rpm. It has been found that pump efficiency increases 
with increase in speed and it was found to be maximum (84%) at 2520 rpm. Pump input 
power and pump head also increases with increase in speed. Pump head decreases with 
increase in flow rate. Maximum shut-off head was found to be 14m at 2520 rpm. Power 
input slightly increases with flow rate. Pump efficiency increases upto maximum, known as 
best efficiency point and then decreases with flow rate. Several machine learning and deep 
learning algorithms are used to predict the pump characteristics. Among all algorithms, 
linear regression performs best with the accuracy score of 99%.The non-linear dataset may 
have a linear relationship between the independent and dependent variables in a certain 
range or under certain conditions. In such cases, the linear regression model may be 
appropriate for predicting the dependent variable within that range or under those 
conditions.  
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Abstract 

Throughout operating condition, centrifugal pumps may suffer due to operationally 
developed faults, likely to result in a disruption in long - term operation. As a result, 
tracking the health of the centrifugal pumps is crucial for avoiding unwelcome stoppages, 
which might result in the failure of the overall system. This study uses data from several 
types of sensors collected over a frequency range based on the 
cavitation hydraulic phenomenon to assess the health or fault of the pump. Data from the 
healthy pump and the impeller fault pump is considered. The pump ran at various levels of 
obstruction and frequency to collect data from vibration signals, motor current signals, and 
pressure signals based on time domain. At various obstruction levels and pump rotation 
frequencies, detection based on binary classification using the deep learning algorithm is 
provided as binary classification outperformed in any other algorithm such as kernel SVM, 
random forest, etc. Multiple statistical attributes are extracted from this data and fed into an 
artificial neural network (ANN) model and predicting the condition of pump. Moreover, for 
data classification, hyperparameters are tuned to optimized the model result. The 
methodology's robustness, as well as that of the developed and tuned model, is also tested 
and presented to demonstrate their dependability. The proposed failure detection 
methodology was found to be very efficient during observation. Cavitation is the hydraulic 
phenomenon used.  

 

Keywords: Centrifugal pump; Healthy or Faulty state; Machine Learning; Artificial 

Neural Network 

1.  Introduction 

 The most common type of hydraulic rotating equipment for home, industrial, 
medical, and agricultural usage is the centrifugal pump (CP).CP main purpose is to move 
liquid and deliver it to a high head. The liquid enters through the suction pipe, travels to the 
impeller eye and goes through a number of impeller blades. Due to the centrifugal force 
generated by the impeller rotating blades, liquid is propelled radially outward and is then 
forced into a casing before exiting into the piping system below. In several industrial areas, 
hard particles of various types of pollutants may be present in the liquid being pumped. 
Impurities may clog the pipe, which results in unstable pump flow. Pump malfunctions 
could halt the plant's process flow or reduce its efficiency, failing to produce the desired 
results. Furthermore, if the defects are not addressed at the appropriate stage, the life of the 
pumps is drastically reduced. Therefore, it is essential to identify the different types of 
problems by the examination of their signatures. Most CP defects can be divided into three 
categories: (i) Mechanical causes, such as worn bearings, bent shafts, unbalanced rotors, 
and loose parts; (ii) system causes, such as partial or plugged strainers, clogged impellers 
or suction lines, and installation errors; and (iii) operational causes, such as cavitation, 
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speed and flow issues, and insufficient immersion of the suction pipe. Manufacturing or 
operational flaws could be to blame for bearing issues.[1] 

Leaks and obstructions, as well as flow interruptions or mechanical flaws (such as 
burst impellers, bearing issues, and bent rotors), are the most frequent causes of CP defect. 
Suction obstruction issues might result from utilising contaminated working fluids or from 
damaging the pipe's surface. Such flow obstructions cause the flow rate to decrease and 
secondary flow, or recirculation, to appear. As flow separation widens, vortices form, 
which causes a drop in local pressure and the appearance of vapour bubbles. Also, the 
creation of bubbles in centrifugal pumps is not desirable because it reduces the head that is 
being created and leads to holes at the surfaces of the pumps due of the creation of micro-
jets. Treating CP failures as separate problems is therefore not viable. One defect can make 
another defect due to dynamic flow of water and low pressure phenomenon i.e. cavitation 
and if a defect is already exist than it can make the situation worse by creating the number 
of more defects. As a result of the ensuing flow instabilities, this causes unpleasant 
vibrations. Maintenance strategies are readily available to maintain the assets in the 
sectors.[2] 

 Ranawat[3]evaluated the accuracy and efficiency of Support Vector Machines 
(SVMs) and Artificial Neural Networks (ANNs) techniques and compared their 
performance to identify the most suitable technique for fault diagnosis in centrifugal 
pumps. Furthermore, this paper also proposed the use of various signal processing 
techniques, such as wavelet transform and empirical mode decomposition, for feature 
extraction from the pump vibration signals. The use of these techniques allows for better 
classification of faults, which enhances the accuracy of fault diagnosis. Hasan[4]Proposed a 
framework that combines scalogram-based imaging and deep learning for more accurate 
fault diagnosis in centrifugal pumps, which can reduce downtime and maintenance costs. 
The framework uses deep learning algorithms and scalogram-based imaging to diagnose 
various centrifugal pump defects, such as misalignment, unbalance, and bearing problems. 
Wang et. al [5]postulated the use of a combination of Computational Fluid Dynamics 
(CFD) and optimized the design of a centrifugal pump and evaluated the effects of design 
parameters on pump performance. The proposed approach offers a more efficient and 
accurate way of optimizing design parameters for improved pump efficiency. 

Gangsar and Tiwari [6]evaluated the use of wavelet-based features, current, and 
SVM algorithms to diagnose faults in induction motors under various operating conditions. 
The effectiveness of SVM algorithms for defect diagnosis was assessed under different 
load levels and speeds. Panda and Tiwari [7]The study suggests using SVM methods based 
on vibration measurements and signal processing techniques such as wavelet 
decomposition and principal component analysis to anticipate problems and evaluate the 
effectiveness of SVM algorithms in predicting flow obstructions and cavitation with 
varying conditions and severity. Kumar et. al [8] utilized multi-source data and a deep 
learning algorithm to determine intake pipe blockage levels in centrifugal pumps at a range 
of speeds results in a more precise and effective approach of recognising blockages than 
existing techniques. 

According to the literature, to identify obstructions, vibration, pressure, and motor 
line signals have not yet been merged. There are still few studies dealing with locating 
faulty or healthy state of CP. Hence, all the elements motivate researchers to investigate 
state of the CP. 
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the experimental setup and data capture. Section 3 explained of data classification methods 
is covered. Section 4 highlights steps for NN model and the state of CP. Section 5 presents 
the final conclusions. 

2.  Description of the experimental design and procedure

 The Machine Failure Simulator was used to conduct the experiment on a centrifugal 
pump. The pump was mounted on a fixed base and powered by a double
with a 3-phase induction motor. The 
valve to control water flow. Data are captured at a rate of 5000 samples/s with 5000 
samples/dataset for each defective condition. The pump was run at speeds from 30 to 60 Hz 
with varying levels of block
modulation valve with six equal intervals marked on it so that varied levels of blockage can 
be achieved by regulating the valve at various intervals. No clogging is used in B0, B1 
shows 16.7% clogging, B2 shows 33.3% clogging, B3 shows 50% clogging, B4 shows 
66.6% clogging, and B5 shows 83.33% clogging.

Accelerometers: To analyse acceleration, a pump was equipped with two triaxial 
accelerometers (refer to Figure 1(a))with sensitivities of 101, 101.1, an
(accelerometer-2) and 100.3, 100.7, and 101.4 mV/g (accelerometer
axes, respectively. Pressure Transducers

from "Nictech," a sensitive silicon chip, are used to measure the
the pressure sensors are functioning within the operational range (0
fluctuation can be used to understand the response from the sensors (4
sensing probes:"The Key sight 1146B" current probes were
reading. Current probes can measure currents between 100 mA and 10 A rms.
Acquisition System (DAQ): For high accuracy frequency domain measurements, the NI PXI 
-4472 dynamic signal acquisition module has 8 channels whi
signal acquisition module has 16 channels. The 16 channels of the NI PXI 
eight channels of the NI PXI 
to 45 kHz bandwidth. 

 

         

               (a)    

Figure 1: (a) Tri-axial accelerometers glued to the pump casing and bearing housing (b) 

High- and low-pressure transducers mounted on the pump (c) Impeller fault
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This study is separated into the upcoming sections as follows: Section 2 discusses 
the experimental setup and data capture. Section 3 explained of data classification methods 
is covered. Section 4 highlights steps for NN model and the state of CP. Section 5 presents 

scription of the experimental design and procedure 

The Machine Failure Simulator was used to conduct the experiment on a centrifugal 
pump. The pump was mounted on a fixed base and powered by a double-belt pulley system 

phase induction motor. The pump had leak-proof fittings and a manual modulating 
valve to control water flow. Data are captured at a rate of 5000 samples/s with 5000 
samples/dataset for each defective condition. The pump was run at speeds from 30 to 60 Hz 
with varying levels of blockage at a gap of 5 Hz is achieved through a mechanical 
modulation valve with six equal intervals marked on it so that varied levels of blockage can 
be achieved by regulating the valve at various intervals. No clogging is used in B0, B1 

B2 shows 33.3% clogging, B3 shows 50% clogging, B4 shows 
66.6% clogging, and B5 shows 83.33% clogging. 

: To analyse acceleration, a pump was equipped with two triaxial 
accelerometers (refer to Figure 1(a))with sensitivities of 101, 101.1, an

2) and 100.3, 100.7, and 101.4 mV/g (accelerometer-1) in the x, y, and z 
Pressure Transducers: Two pressure transducers (refer to Figure 1(b)) 

"Nictech," a sensitive silicon chip, are used to measure the pressure of liquids. When 
the pressure sensors are functioning within the operational range (0-
fluctuation can be used to understand the response from the sensors (4–20 mA). 

sight 1146B" current probes were used to record the current line 
reading. Current probes can measure currents between 100 mA and 10 A rms.

: For high accuracy frequency domain measurements, the NI PXI 
4472 dynamic signal acquisition module has 8 channels while the NI PXI 

signal acquisition module has 16 channels. The 16 channels of the NI PXI 
eight channels of the NI PXI -4472 both digitise input signals simultaneously across a DC 
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g sections as follows: Section 2 discusses 
the experimental setup and data capture. Section 3 explained of data classification methods 
is covered. Section 4 highlights steps for NN model and the state of CP. Section 5 presents 

The Machine Failure Simulator was used to conduct the experiment on a centrifugal 
belt pulley system 

proof fittings and a manual modulating 
valve to control water flow. Data are captured at a rate of 5000 samples/s with 5000 
samples/dataset for each defective condition. The pump was run at speeds from 30 to 60 Hz 

age at a gap of 5 Hz is achieved through a mechanical 
modulation valve with six equal intervals marked on it so that varied levels of blockage can 
be achieved by regulating the valve at various intervals. No clogging is used in B0, B1 

B2 shows 33.3% clogging, B3 shows 50% clogging, B4 shows 

: To analyse acceleration, a pump was equipped with two triaxial 
accelerometers (refer to Figure 1(a))with sensitivities of 101, 101.1, and 101.4 mV/g 

1) in the x, y, and z 
: Two pressure transducers (refer to Figure 1(b)) 

pressure of liquids. When 
-60 psi), current 
20 mA). Current 

used to record the current line 
reading. Current probes can measure currents between 100 mA and 10 A rms. Data 

: For high accuracy frequency domain measurements, the NI PXI 
le the NI PXI -6251 dynamic 

signal acquisition module has 16 channels. The 16 channels of the NI PXI -6251 and the 
4472 both digitise input signals simultaneously across a DC 
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pressure transducers mounted on the pump (c) Impeller fault 
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2.1 An overview of the exper

An experiment was run on the MFS to gather data at different levels of flow blockage. Data 
gathering was carried out for each combination of pump running speed and block level. In 
order to get comprehensive information about the defect, three distinc
acceleration, fluid pressure, and motor line current were taken using several sensors, 
including accelerometers, pressure transducers, and current probes. 
experimental setup. 

 

2.2  Evaluating Procedure

For fault diagnostics, vibration, pressure, and current signatures were used. Data 
acquisition system (DAQ) was set up using Control Desk software. The 5000 samples were 
collected at a sampling rate of 5000 samples per second for a time domai
There were 150 seconds of data collection. 5000 x 150 non
collected for each sensor. 

The information was saved in distinct DAQ measurement files in.csv files for each 
disturbance at various centrifugal pump speed
The details of DAQ are given in Table 1. The time domain data can then be transformed 
using a variety of methods into any domain. Sequentially mounted on the MFS were a 
healthy pump, a pump with a defective impe
Figure 1(c)displays an impeller defect fault. The cover plate fault has several pits on it and 
the impeller plate has cuts on the blades; these are thought to have occurred when high
pressure bubbles burst and impacted the metal wall as tiny jets. A suction blockage defect 
with six severity levels was included for each of these three pump problems. The pump was 
run at a variety of speeds during each pump state. The induction motor was run on a 
variable frequency drive in stages of 300 rpm from 1800 rpm (30 Hz) to 3600 rpm (60 Hz) 
(5 Hz). For fault diagnostics, vibration, pressure, and current signatures were used. Data 
were gathered at 5000 samples per second and 5000 samples makes one dataset for each 
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defective situation. While collecting the data, the data is gathered for 150 seconds and 
hence a total of 150 dataset were gathered for each fault situation. 

Table 1: Data Acquisition System outlines 

 
Blockage levels B0 (Full Flow), B1 (1/6 obstruction), B2 (1/3 

obstruction), B3 (1/2 obstruction), B4 (2/3 

obstruction), B5 (5/6 obstruction) 

Frequency 30, 35, 40, 45, 50, 55, 60 Hz 

Quantity of all fault conditions 6 × 7 = 42 

 

Sets of measurements for each combination of 

obstacle and frequency 

150 

sample timings 5000 

Timeframe for a single data collection 1 sec 

Data collection time for each failure combination 150 sec 

2.3. Declaration of Fault Set 

In this study, a total of 18 different CP fault circumstances have been taken into account. 
Healthy pumps without obstructions (HP0), healthy pumps with blockages at the suction 
end (HPb), impeller faults without blockages (IF0), and impeller faults with blockages at 
the suction end (IFb), where b = 1, 2, 3,4, 5. By bracketing the fault circumstances into the 
appropriate classes with these conditions, fault sets can be produced. There are two classes, 
one of which is in a healthy state and the other of which has the faulty state. Table 2 
provides an explanation of the both fault sets. 

Table 2: Fault classification sets description 

Fault Set Classes (labels) 
1 Class 1: HP0, HP1, HP2, HP3, HP4, HP5 

Class 2: IF0, IF1, IF2, IF3, IF4, IF5 

 
3. Methodology for data classification 

This study uses supervised learning to classify faults at various frequencies using pressure, 
acceleration, and current lines. Supervised learning classifies data based on different traits, 
creating a function connecting input and output. Deep learning uses neural networks to 
process data and extract sophisticated features. In deep learning, input x is passed through 
hidden layers to extract important data, and the output layer predicts the class of the input. 
The expression for z is as follows: 
 

Tz w x b= +      (1) 

Where x is the input, w and b are the weight and bias vectors, respectively, with T 
representing the transpose. Use "Rectified linear unit" (ReLU) activation function to 
compute vector function z in hidden layers, then apply bias and weight to obtain output in 
the next hidden layer, and use Sigmoid activation function in the output layer for binary 
class classification. The sigmoid function is a mathematical function commonly used in 
artificial neural networks as an activation function. It maps any input value to a value 
between 0 and 1, and is defined as  
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( )f x e= +

The sigmoid function is useful in modelling decision making or probability
scenarios, where the output represents the likelihood of a certain event occurring. 
binary loss function which is used in binary classification and it compares t
probability of the positive class to the target label of 0 or 1. Binary loss functions include 
binary cross-entropy and measures the difference between the predicted probability and 
actual label. Binary cross-entropy loss function is expressed
 

( ) 1
p i i i i

i

H q y p y y p y
N

= − + − −∑
 

where p(y) is the expected probability for each of the N locations, and y is the label. 
open-source Python (Jupyter) deep learning libraries "Keras" and "Scikit learn" are used in 
this study. 

4. Observations and Opinions

This study aims to use multiple sensor data to perform multiclass classification and 
recognize the severity of block utilization. To avoid excessive duplication in input data, 
only six statistical features are selected from raw sensor data. The select
features is not predetermined and can vary based on the defect and data being analysed. 
The six features considered are mean, standard deviation, mode, entropy, kurtosis, and 
skewness, which cover different aspects of the data.

4.1 Performance of separately and combined features

To make processing faster and more efficient, meaningful information can be extracted 
from raw data by considering statistical features such as standard deviation, variance, 
mean, median, mode, kurtosis and skewness. I
Kernel SVM and Random Forest were used to test the performance of these individual 
features at two different speeds (30 Hz, 60 Hz) and their average. Figure 3 (a, b) illustrates 
that the average of the random fo
showed that Random Forest performed better than other algorithms, particularly. Therefore, 
the Random Forest model was selected for further feature calculations with10 estimators 
and entropy criterion. 

(a) 

Figure 3: Classifier accuracies for several statistical features on average and at two 

different frequencies (a) Random Forest algorithm used to identify the performance of 

different feature at three different frequencies. (b) Kernel SVM alg

the performance of different feature at three different frequencies.
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that the average of the random forest technique is superior to the kernel SVM. Results 
showed that Random Forest performed better than other algorithms, particularly. Therefore, 
the Random Forest model was selected for further feature calculations with10 estimators 
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The sigmoid function is useful in modelling decision making or probability-based 
scenarios, where the output represents the likelihood of a certain event occurring. The 
binary loss function which is used in binary classification and it compares the predicted 
probability of the positive class to the target label of 0 or 1. Binary loss functions include 

entropy and measures the difference between the predicted probability and 

where p(y) is the expected probability for each of the N locations, and y is the label. The 
source Python (Jupyter) deep learning libraries "Keras" and "Scikit learn" are used in 
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only six statistical features are selected from raw sensor data. The selection of these 
features is not predetermined and can vary based on the defect and data being analysed. 
The six features considered are mean, standard deviation, mode, entropy, kurtosis, and 
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The standard deviation was the best statistical feature, with mean and entropy also showing 
good performance. These features were used to calculate blockage seve
Accuracy was lower at low frequency(30 Hz) but vary with high frequency (60 Hz). It is 
due to slight signal pulsation variations, while higher frequency led to more bubbles 
forming and affecting defect severity. The combination of standard d
provides the best accuracy among all statistical features. The performance of the classifier 
also increases with increasing frequency, and two best feature combinations of mean and 
standard deviation are shown in Figure4(a).for further th
mean, entropy and standard deviation to get more precious 
 

 

 

 

 

(a) 

Figure 4: Classifier performance versus Frequency (a) using multiple features 

After analysing all three features (m
shows that accuracy increases with frequency, indicating that cavitation severity improves 
accuracy. High accuracy indicates significant signal variation due to many bubble 
formations (i.e., cavitation gene
fluctuation. The combination of mean, entropy and standard deviation provides the best 
accuracy among all statistical features. Therefore, mean, entropy and standard deviation are 
selected for the remainder of the study.
individual and combined characteristics, different features can be used and one might 
examine the inverse of standard deviation.

4.2. Classification algorithms for blockage severity

This study compares several classification techniques, including XGBoost, Decision Tree, 
K-Nearest Neighbours, Random Forest, and Artificial Neural Network to determine the 
best algorithm for a given input. The study uses data from all operating frequencies, 
including pressure signals, vibration signals, and motor current signals. The results of the 
study are presented in Figure 5(a), which shows the accuracy of each algorithm. After 
tuning, the neural network is found to be the best classifier, with a fault set accuracy
85.90%. The study then used the tuned neural network to predict the state of CP, which are 
classified into two classes. Section 4.3 describes the steps for tuning the neural network, 
which is then used to predict blockage severity.

4.3. Steps for tuning the Artificial Neural Network

The tuning process involves iterative experimentation with the model. The study found that 
using three hidden layers with 100, 50, 15 neurons in each layer respectively and a Softmax 
activation function at the output layer p
using Relu activation in the hidden layers and 100 epochs with 50 mini
optimized model performance. To avoid over
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study are presented in Figure 5(a), which shows the accuracy of each algorithm. After 
tuning, the neural network is found to be the best classifier, with a fault set accuracy of 
85.90%. The study then used the tuned neural network to predict the state of CP, which are 
classified into two classes. Section 4.3 describes the steps for tuning the neural network, 

The tuning process involves iterative experimentation with the model. The study found that 
using three hidden layers with 100, 50, 15 neurons in each layer respectively and a Softmax 

roduced the best results. The study also found that 
using Relu activation in the hidden layers and 100 epochs with 50 mini batch sizes 

fitting, dropout regularization method used. 
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Various training testing ratios w
classification accuracy, including 25:75, 30:70, 50:50, 80:20, and 90:10. After evaluating 
all the ratios, the study found that the 80:20 training testing ratio produced the best results 
shown in figure 5(b). 

To train the weights and biases of each neuron in a neural network, optimization algorithms 
are used to reduce the cost function. This study considered several optimization methods, 
such as stochastic gradient descent (SDG), RMS
testing all of them, Nadam was found to perform the best and was used for the study as 
shown in figure 5(c). Proper initialization of network weights is critical to prevent gradients 
from vanishing or exploding, which can affect how the ne
considered various weight initialization methods, such as Lecun Uniform, Glorot Normal, 
Glorot Uniform, He Normal, and He Uniform in which Lecun Uniform performed best in 
all as shown in figure 5(d). The choice of activation fu
neural network, as it can impact how well the model learns from the training dataset. For 
binary class classification problems like this one, the output layer typically uses the 
Sigmoid activation function. However, when i
layers, it is important to test different options to find the most suitable one for the 
application. This study considered various activation functions, including Softplus,
Tanh, Sigmoid, Hard-sigmoid
for the given problem in which Relu performed best as shown in figure 5(e).

 

 

 

 

 

                                                                

Figure 5: Performance 
(a) Different classification algorithm at their tuned states in which Neural Network performs best (b) 

Selection of train-test ratio in which 80:20 ration found best (c) Selection of optimization algorithm in which 

Nadam executes best (d) Selection of weight initializers in which Lecun Uniform shows best performance (e) 

Selection of activation function in which Relu found best.

National Conference on Condition Monitoring (NCCM-2023), 27-28 April 2023 

Various training testing ratios were tested in neural networks to determine the best 
classification accuracy, including 25:75, 30:70, 50:50, 80:20, and 90:10. After evaluating 
all the ratios, the study found that the 80:20 training testing ratio produced the best results 

To train the weights and biases of each neuron in a neural network, optimization algorithms 
are used to reduce the cost function. This study considered several optimization methods, 
such as stochastic gradient descent (SDG), RMS prop, Adadelta, Adam, and Nadam. After 
testing all of them, Nadam was found to perform the best and was used for the study as 
shown in figure 5(c). Proper initialization of network weights is critical to prevent gradients 
from vanishing or exploding, which can affect how the network is trained. This study 
considered various weight initialization methods, such as Lecun Uniform, Glorot Normal, 
Glorot Uniform, He Normal, and He Uniform in which Lecun Uniform performed best in 
all as shown in figure 5(d). The choice of activation function is crucial in creating any 
neural network, as it can impact how well the model learns from the training dataset. For 
binary class classification problems like this one, the output layer typically uses the 

activation function. However, when it comes to the activation function for hidden 
layers, it is important to test different options to find the most suitable one for the 
application. This study considered various activation functions, including Softplus,

sigmoid activation function, to determine the most appropriate one 
for the given problem in which Relu performed best as shown in figure 5(e).
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4.4. Test of healthy or defective state of CP 

Table 3 displays the confusion matrix for the model's performance on all feature blockage. 
The confusion matrix is a C x C matrix that evaluates the classification model's  
effectiveness, with C representing the total number of target classes. It compares the 
predicted values generated by the machine learning model with the actual target values. 

Table 3: Confusion matrix for all combined features at two different classes 

 Predicted Levels 
A

ct
ua

l 
L

ev el
s 7498 14 

2081 5268 

 
It can be seen from the confusion matrix that all 12766 instances have been correctly 
classified by the model. 
 

5. Conclusion 

We provide effective deep learning-based centrifugal pump malfunction diagnostics using 
time-domain multiple sensor data. It is quite likely that a pump obstruction, which is 
progressive in nature, is what causes cavitation and causes the shutdown. So, it is crucial to 
find state of C-Pas early as possible. Two states, one is healthy and other is impeller faulty 
state were considered. All the input features are continuous variables while the output is 
represented as [1 0] for Healthy, [0 1] for Impeller Faulty for cavitations. The condition of 
a centrifugal pump can be determined using a simple method that uses features including 
mean, standard deviation, entropy, skewness, kurtosis, and mode. Several features were 
extracted from the raw data and different algorithms were used to classify them, and bar 
charts were used to compare the outcomes. Out of all features, individually standard 
deviation outperformed and, in the combination, standard deviation, mean and entropy 
outperformed in all. It is found that total 12766 predication were correct with the accuracy 
of 85.90%using the tuned model. This accuracy can be improved by gathering more 
number of dataset, use different features of the training data in the learning phase and the 
inverse of standard deviation feature can also used. ReLU is used in the hidden layer while 
the Sigmoid function is applied to the output layer. The ultimate mini batch size is found 50 
and epoch is 100. The classification accuracy and confusion matrix inferred to the 
accelerometer sensor, motor current sensor, and pressure sensor data indicated that all these 
signals can be used to determine state of the CP. The results also show that collecting data 
from multiple sources is always advantageous. The same data classification technique may 
be utilized to examine various other traits derived from same sensor data for monitoring of 
the obstruction. 
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Abstract 

 Armoured fighting vehicles are a class of vehicles intended to operate both on road 

and cross country which are designed with the fundamental philosophy of firepower, 

mobility, survivability, EM suite and situational awareness. With such multitude of systems 

integrated on these platforms, artificial intelligence and prognostics and health monitoring 

(PHM) play a key role in maintaining the platform with combat fitness. This paper deals 

with the prognostics and health monitoring of one such system namely the Running Gear 

(RG) system of an armoured fighting vehicle. 

First and foremost, the system, its functions and its operating environment are 

introduced followed by the need to do health monitoring. Subsequently, the methodology to 

do PHM for the subject system is explained in detail. Also, the sensors chosen to carryout 

prognostics and health monitoring on the RG system are introduced followed by their 

mounting and data acquisition. Finally, this paper explains in detail the methodology for 

determining the remaining useful life (RUL) of RG system, the tangential benefits accruing 

due to the same for the services followed by the way forward for similar platforms. 

Keywords: running gear system, health monitoring, prognostics, data acquisition, combat 

vehicle, accelerometers 

Introduction 

 

Armoured fighting vehicles (AFV) are a class of vehicles protected with heavy armour 
capable of withstanding diverse threats starting from kinetic energy to chemical energy 
projectiles with an accurate firepower and a matching mobility. These class of vehicles 
fulfill a wide variety of mission objectives such as tactical offensive, fire support to ground 
forces, amphibious assault, troop transport, artillery coverage, mortar coverage, air defence, 
reconnaissance, explosive ordinance disposal, repair & recovery, bridge laying etc. Of 
these roles, the tactical offensive is the most decisive in the determining combat 
effectiveness of the land forces in which, the mechanised infantry has a pivotal role. For 
such a mechanised infantry, the Main Battle Tank (MBT) platform forms the backbone of 
the fighting forces.  

 Traditionally these platforms were designed keeping in mind the conventional 
warfare philosophy or the iron triangle of firepower, mobility and protection1. Such an iron 
triangle underwent minor changes with the introduction of un-conventional warfare by non-
state actor’s post 9/112 and the recent Russia-Ukraine war. The net result of these recent 
combat developments is the modification of the conventional iron triangle into an iron 
pentagon3. This change is a direct result of the introduction of artificial intelligence (AI) & 
prognostics and health monitoring (PHM) technologies in a large scale not only in design 
and development but also in platform maintenance. This assumes significance as the recent 
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developments have shown that platform maintenance issues have a great bearing on combat 
effectiveness. The traditional maintenance approach for AFVs i
a fixed time basis based on the life data provided by the designers or original equipment 
manufacturers (OEMs). This type of maintenance based on a 
degradation without input from any sensors 
of sensors in the system, this problem is obviated and the system utilized for an extended 
period by determining a remaining useful life (RUL) criterion which leads to a condition
based maintenance (CBM) or predictive
challenges through a study, wherein a prognostics and health monitoring (PHM) approach 
is evolved for a RG system of an AFV and thereby a RUL criterion determined.     

Maintenance methodology  

 

The maintenance methodology in vogue is based on an envisaged service life of 30 yrs for 
an AFV platform and its variants. The intervention period for determining medium repair 
and overhaul is shown below. 
 

Intervention for 

maintenance

Medium Repair - 1(MR
Overhaul - 1 (OH-
Medium Repair - 2 (MR
Overhaul - 2 (OH-
Medium Repair – 

Table.1. Intervention period 

Prognostics & Health monitoring (PHM)

 

The PHM approach to maintenance relies on monitoring the condition of a system in
to detect anomalies and on the ability to diagnose the health of critical components. An 
ultimate goal is to develop a prognosis of a faulted component’s Remaining Useful Life 
(RUL) and an associated functional impact on the system so that appropriate maintenance 
can be scheduled and life extension achieved as shown in Fig.1 below
technologies in the areas of: measurement sensors, signal processing theory, digital 
processing hardware, dynamic system simulation, multi
approximate reasoning have made 
possible5. Thus, the prognostics shifts the maintenance into the “predict and
(PAP)” paradigm6.   

              Fig.1. Prognostics approach
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developments have shown that platform maintenance issues have a great bearing on combat 
effectiveness. The traditional maintenance approach for AFVs include repair & overhaul on 
a fixed time basis based on the life data provided by the designers or original equipment 
manufacturers (OEMs). This type of maintenance based on a certain level

from any sensors is a blind proactive maintenance.
of sensors in the system, this problem is obviated and the system utilized for an extended 
period by determining a remaining useful life (RUL) criterion which leads to a condition
based maintenance (CBM) or predictive maintenance. This paper tries to address these 
challenges through a study, wherein a prognostics and health monitoring (PHM) approach 
is evolved for a RG system of an AFV and thereby a RUL criterion determined.     

 

methodology in vogue is based on an envisaged service life of 30 yrs for 
an AFV platform and its variants. The intervention period for determining medium repair 
and overhaul is shown below.  

Intervention for 

maintenance 

Periodicity as per maintenance 

philosophy (whichever is earlier)

Duration in yrs Distance in kms

1(MR-1) 10 2400 
-1) 16 3700 
2 (MR-2) 23 5400 
-2) 29 6700 
 3 (MR-3) 35 7900 

Table.1. Intervention period for maintenance of Class ‘A’ Vehicles

 

Prognostics & Health monitoring (PHM) 

approach to maintenance relies on monitoring the condition of a system in
to detect anomalies and on the ability to diagnose the health of critical components. An 

goal is to develop a prognosis of a faulted component’s Remaining Useful Life 
functional impact on the system so that appropriate maintenance 

and life extension achieved as shown in Fig.1 below.  The matura
technologies in the areas of: measurement sensors, signal processing theory, digital 

dynamic system simulation, multi-sensor data analysis, and 
approximate reasoning have made condition based maintenance CBM & RUL prediction 

prognostics shifts the maintenance into the “predict and

Fig.1. Prognostics approach       Fig.2. Different PHM approaches
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developments have shown that platform maintenance issues have a great bearing on combat 
nclude repair & overhaul on 

a fixed time basis based on the life data provided by the designers or original equipment 
certain level of performance 

maintenance. By inclusion 
of sensors in the system, this problem is obviated and the system utilized for an extended 
period by determining a remaining useful life (RUL) criterion which leads to a condition-

maintenance. This paper tries to address these 
challenges through a study, wherein a prognostics and health monitoring (PHM) approach 
is evolved for a RG system of an AFV and thereby a RUL criterion determined.      

methodology in vogue is based on an envisaged service life of 30 yrs for 
an AFV platform and its variants. The intervention period for determining medium repair 

Periodicity as per maintenance 

hilosophy (whichever is earlier) 

Distance in kms 

for maintenance of Class ‘A’ Vehicles
4 

approach to maintenance relies on monitoring the condition of a system in order 
to detect anomalies and on the ability to diagnose the health of critical components. An 

goal is to develop a prognosis of a faulted component’s Remaining Useful Life 
functional impact on the system so that appropriate maintenance 

The maturation of 
technologies in the areas of: measurement sensors, signal processing theory, digital 

sensor data analysis, and 
& RUL prediction 

prognostics shifts the maintenance into the “predict and prevent 

 

Fig.2. Different PHM approaches
7
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  A typical PHM methodology consists of three approaches as shown in Fig.2. For the 
present study for a RG system, data-driven approach is selected. In this paper, a four-step 
maintenance assessment approach is proposed which consists of critical component 
analysis, right sensor selection, prognostics feature evaluation and prognostics 
methodology with determination of RUL for the system.   

Running gear system of AFV 

 

The running gear system for an AFV is shown in Fig.3. It consists of the drive sprocket, 
tracks, suspension, top roller, bump stops and track adjuster. This system in an AFV has 
four purposes. The primary purpose is to dissipate the pressure exerted on the ground due 
to higher mass of these platforms, the others include providing the required traction for the 
platform and offer superior ride comfort for the crew and provide better ride handling. 
Whereas, the sprocket converts the power from the vehicle transmission to driving torque, 
it is converted to the required tractive effort or the propelling force by the track through the 
interaction with the terrain. The track also provides the overall pressure dissipation to 
prevent sinkage of the AFV in soft soil. Although different types of tracks such as the 
single-pin bush, double-pin bush, band tracks are available, the double-pin bush track is 
often preferred. 
 The most critical item in the running gear system is the suspension. It has multiple 
roles in an AFV namely, support vehicle body or hull, provide lateral & longitudinal 
stability, selective distribution of pressure on ground, adjust for terrain irregularities and 
provide crew comfort. Further the suspension also protects the vehicle components & cargo 
from vibration damage, provide traction contact with ground through the track, transmit 
driving & braking torques, provide obstacle crossing capabilities, provide means for 
changing course and provide a stable gun platform8. Although, contemporary AFVs have 
both torsion bar and hydro-pneumatic suspension, the present study will focus only on a 
running gear system with hydro-pneumatic suspension.  

To prevent the track whipping at high speeds thereby damaging the track guards of 
the structure and the suspension, support rollers are provided known as top rollers. In 
addition, to mechanically arrest the suspension travel beyond a point stoppers are provided 
known as bump stops. Finally, to prevent track shedding a mechanism known as track 
adjuster is provided which provides a constant track tension a grease actuated piston 
mechanism. 

 

Fig.3. Running gear system for Main Battle Tank 
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Critical Snags in RG system 

  

To determine the parameters that need to be monitored to formulate an effective PHM 
strategy, a history of critical snags that have occurred historically is studied. Whereas, the 
Type-I snags affect the immediate mobility of the AFV, the Type-II snags does not affect 
the mobility immediately and the system can be used but with prolonged usage, life is 
degraded considerably. 

Snag Description Location Root cause Analysis Diagnosis 

Type I Axle arm not 
responding to 
given wheel 
input 

Suspension Axle arm weld failure at 
bearing interface 

Frequency 
analysis  

Type I Bogie wheel 
wobbling 

Suspension Seal failure resulting in no 
lubrication and bearing 
failure 

Frequency 
analysis or 
Thermocouple 

Type I Top roller 
wobbling 

Top roller Seal failure resulting in no 
lubrication and bearing 
failure 

Frequency 
analysis  

Type I Abnormal noise 
during motion  

Suspension Connecting rod & crank 
failure 

Frequency 
analysis  

Type I Track whipping  Near track 
adjuster 

Grease Piston stuck in 
cylinder 

Pressure 
sensor 

Type I Abnormal noise 
during motion  

Near track 
adjuster 

Seal failure resulting in no 
lubrication and bearing 
failure 

Frequency 
analysis  

Type I Abnormal 
heating on 
damper & 
cylinder surface  

Suspension Seal exhibiting higher 
friction and higher 
misalignment between 
casing & cylinder 

Thermocouple 
or IR camera  

Type 
II 

Bogie wheel not 
retracting  

Suspension Gas / Oil leakage from 
casing or filling valve 

Pressure & 
Angle sensor 

Table.2. Root cause analysis of major & minor snags 

A cursory of the root cause analysis above reveals that three sensors namely accelerometer, 
pressure and temperature sensors are adequate to evolve the PHM methodology for the RG 
system. 

 
Bearing health monitoring 

 
Vibration analysis is the most common condition monitoring technique recommended for 
bearing condition. Here the acceleration spectrum is captured at specific points using 
accelerometers and techniques such as Fast Fourier Transform (FFT) applied to display a 
frequency spectrum, problems can be identified using distinct frequency components. By 
trending vibration periodically from the RG system, it is possible to detect and diagnose 
incipient damages so that maintenance can be planned and executed along with 
determining RUL. To exactly determine the bearing condition specific frequency of 
interests are calculated namely the ball pass frequency outer (BPFO, outer race defect), ball 
pass frequency inner (BPFI, inner race defect), ball spin frequency (BSF, rolling element 
defect) and fundamental train frequency (FTF, cage defect) as shown below. In the 
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equations below, NB is the number of rolling elements, RPM is the shaft rotation speed in 
rev/min, BD is the rolling element diameter in m, P
contact angle in deg.   
  During the first stage, the defects appear in the ultrasonic frequency range as shock 
or spike energy and life of the bearing is 10
appear and the life is 5-10% of its L
and the life deteriorates to 1-5% of its L
the form of a noise floor appear that lead to general condition of looseness and 
replacement. Based on this approach, the bearing frequencies of interest for a typical taper 
roller bearing on the suspension wheel hub is given in Table.3 below.
 

Fig.4. Rolling element bearing defect frequencies

Fig.5. Four stages of bearing health
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is the number of rolling elements, RPM is the shaft rotation speed in 
is the rolling element diameter in m, PD is the pitch diameter in m and β the 

During the first stage, the defects appear in the ultrasonic frequency range as shock 
or spike energy and life of the bearing is 10-20% of its L10 life. At stage two side bands 

10% of its L10 life. In stage three BPFO, BPFI, BSF & FTF appear 
5% of its L10 life. During the final stage, random vibration in 

the form of a noise floor appear that lead to general condition of looseness and 
cement. Based on this approach, the bearing frequencies of interest for a typical taper 

roller bearing on the suspension wheel hub is given in Table.3 below. 

Fig.4. Rolling element bearing defect frequencies
9 

 

 

Fig.5. Four stages of bearing health monitoring
10
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is the number of rolling elements, RPM is the shaft rotation speed in 
is the pitch diameter in m and β the 

During the first stage, the defects appear in the ultrasonic frequency range as shock 
life. At stage two side bands 

life. In stage three BPFO, BPFI, BSF & FTF appear 
life. During the final stage, random vibration in 

the form of a noise floor appear that lead to general condition of looseness and 
cement. Based on this approach, the bearing frequencies of interest for a typical taper 
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Table.3. Bearing frequencies of interest for a suspension bearing

Pressure & Temperature monitoring

 

Along with the bearing CBM, pressure and temperature of the HSU are also monitored. 
The pressure inside the HSU is measured with a reducti
defects. However, if prolonged use it may lead to severe damage of the floating pistons. 
Similarly, higher seal friction, cylinder ID scoring or misalignment can cause temperature 
raise which can be monitored to check for
 
Sensors suite & CBM Kit for RG system

 

The sensor suite to be positioned in the HSU & track adjuster is shown in Fig.6. To mount 
the sensors suitable brackets are incorporated to conform to requirements

Fig.6. Sensor suite for suspensio

Fig.7. Accelerometer mounting for HSU
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Table.3. Bearing frequencies of interest for a suspension bearing

 

Pressure & Temperature monitoring 

Along with the bearing CBM, pressure and temperature of the HSU are also monitored. 
The pressure inside the HSU is measured with a reduction in gas pressure causing Type
defects. However, if prolonged use it may lead to severe damage of the floating pistons. 
Similarly, higher seal friction, cylinder ID scoring or misalignment can cause temperature 
raise which can be monitored to check for threshold. 

for RG system 

The sensor suite to be positioned in the HSU & track adjuster is shown in Fig.6. To mount 
the sensors suitable brackets are incorporated to conform to requirements11

Fig.6. Sensor suite for suspension & track adjuster 

Fig.7. Accelerometer mounting for HSU 
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Table.3. Bearing frequencies of interest for a suspension bearing 

Along with the bearing CBM, pressure and temperature of the HSU are also monitored. 
on in gas pressure causing Type-II 

defects. However, if prolonged use it may lead to severe damage of the floating pistons. 
Similarly, higher seal friction, cylinder ID scoring or misalignment can cause temperature 

The sensor suite to be positioned in the HSU & track adjuster is shown in Fig.6. To mount 
11.  
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The overall sensor suite for the RG system is mounted on the AFV as shown in Fig.8 and 
the on-board PHM kit can be positioned. Alternatively, a portable kit for performing CBM 
on the RG system can also be provided as shown in Fig.9. 
 

 Fig.8. Overall sensor suite mounting including harness routing

Fig.9. Onboard & Portable PHM Kit for RG System inside AFV

Data acquisition & analysis approach for RG PHM

 

The data acquisition and analysis appr
step in the process is the fitment of sensors on the AFV at designated locations. Then, 
vehicle is run at designated speeds such as 10, 20, 30 kmph etc., to determine fundamental 
frequency. The sampling rate is set to optimum to prevent memory overload. In addition, 
the thresholds for bearing defect frequencies, pressure and temperature are set as given in 
Table.4. If a serious defect is detected, a data alert and warning message is logged for 
course correction. In case, the defect is non
and message displayed in terms of hrs. Based on the smallest RUL of the sub
maintenance schedule is planned accordingly. 

Fig.10. Data collection & analysis metho
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The overall sensor suite for the RG system is mounted on the AFV as shown in Fig.8 and 
board PHM kit can be positioned. Alternatively, a portable kit for performing CBM 

also be provided as shown in Fig.9.  

Fig.8. Overall sensor suite mounting including harness routing

 

 

Fig.9. Onboard & Portable PHM Kit for RG System inside AFV

 

Data acquisition & analysis approach for RG PHM 

The data acquisition and analysis approach for the study is shown in Fig.10 below. The first 
step in the process is the fitment of sensors on the AFV at designated locations. Then, 
vehicle is run at designated speeds such as 10, 20, 30 kmph etc., to determine fundamental 

g rate is set to optimum to prevent memory overload. In addition, 
the thresholds for bearing defect frequencies, pressure and temperature are set as given in 
Table.4. If a serious defect is detected, a data alert and warning message is logged for 

rrection. In case, the defect is non-serious, the corresponding RUL determined 
and message displayed in terms of hrs. Based on the smallest RUL of the sub
maintenance schedule is planned accordingly.  

Fig.10. Data collection & analysis methodology for RG system 
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The overall sensor suite for the RG system is mounted on the AFV as shown in Fig.8 and 
board PHM kit can be positioned. Alternatively, a portable kit for performing CBM 

 
Fig.8. Overall sensor suite mounting including harness routing 

 
Fig.9. Onboard & Portable PHM Kit for RG System inside AFV 

oach for the study is shown in Fig.10 below. The first 
step in the process is the fitment of sensors on the AFV at designated locations. Then, 
vehicle is run at designated speeds such as 10, 20, 30 kmph etc., to determine fundamental 

g rate is set to optimum to prevent memory overload. In addition, 
the thresholds for bearing defect frequencies, pressure and temperature are set as given in 
Table.4. If a serious defect is detected, a data alert and warning message is logged for 

serious, the corresponding RUL determined 
and message displayed in terms of hrs. Based on the smallest RUL of the sub-systems, the 

 
dology for RG system  
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Parameter Life 

hrs/km 

Threshold Threshold 

breached 

RUL  

 

Bearing 
Frequencies 
(Wheel hub) 

L10 hrs Spikes 
(gSE) 

Y 881.3 hrs  
N 4406 hrs  

BPFO, BPFI, 
BSF, FTF 

Y 440.6 hrs  
N 4406 hrs  

Gas pressure km 90 bar (min) Y 200 km 
N  < 40 km 

Skin temperature 
(on cylinder) 

km 90 deg C 
(max) 

Y 350 km 
N 3500 km 

Table.4. Remaining useful life for RG suspension at 30 kmph (ref) 

 

The above analysis pertains to the RUL for suspension at a particular vehicle speed of       
30 kmph. To arrive at a meaningful analysis, all such RUL values at maximum and 
minimum speed ranges be estimated. Similarly, for the track adjuster the RUL is estimated 
as per the above methodology. Further, from the above analysis it is evident that when the 
FFT detects a spike then the threshold is set at 20% of the L10 life for a specific bearing 
which becomes its RUL. In addition, when the suspension gas pressure drops to less than 
90 bar the system can be operated to only 10% of its life (RUL), beyond which damage to 
pistons are expected. Similarly, when the skin temperature reaches beyond 90 deg C the 
system can be operated to only 10% of its life (RUL), beyond which damage either to 
cylinder or pistons is expected. 
 
Conclusion 

 

The methodology for predicting the remaining useful life of a running gear system for an 
AFV is presented. Although, different approaches to PHM exists, the data driven model is 
chosen due to available experimental data. Based on the snags observed both during 
vehicle trials and in-house testing, critical parameters namely bearing life, pressure and 
temperature are chosen. In addition, the mounting or interfacing details of these sensors on 
the AFV is also explained. Also, the methodology to acquire data, threshold setting and 
RUL estimation in case of a breach of threshold are discussed in detail. The only drawback 
of this methodology is the mounting of sensors and data capture during vehicle running due 
to the severe vibration, temperature and sand & dust environment which is challenging. 
Finally, considering the availability of these platforms, the advantages that accrue due to 
this PHM methodology far outweigh its challenges and hence can be explored in other 
similar systems. 
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Abstract 
Industry 4.0 is a unifying word for numerous ideas and innovations, including cloud 
computing, artificial intelligence, smart factories, cyber-physical systems, and the internet 
of things. All industries are transitioning to a more digital and networked world with its 
implementation.  The coal mining industry, which must address upcoming productivity and 
operation monitoring challenges, finds it extremely relevant. So, industry 4.0 is executed in 
coal mines and mining dump truck operations are estimated by incorporating various 
sources of information and investigation. In this paper, a new approach for determining 
dump truck operations remotely is presented. The proposed method is based on acquiring 
and storing vibration at the engine block while simultaneously performing mining 
operations and transferring them to cloud storage. By remotely accessing these acquired 
signals, time domain features and frequency spectrum are calculated. The calculated values 
are filtered using Kalman filter to remove noise terms and get a smooth curve. Thus, 
smoothened curves provide a visualization of truck operations: motion and idling when 
related to time-stamps of operation. Further, truck operations are evaluated by tracking 
levels and duration of stagnant values using statistical features and frequency domain 
analysis of engine vibration signal. The approach is demonstrated by performing remote 
data acquisition from actual mining operations and analysing, which describes vibration 
observed on the engine block as truck operation and time interval for idling are determined 
for estimating the fuel consumption. 

Keywords: Mining industry, dump truck operation, engine block vibration, cloud storage, 

time domain features, Kalman filter, frequency domain analysis. 

1. Introduction 

     Industries have been emerging over a period of time. Several sectors are creating 
intelligent industrial units that require less human interaction from raw materials to finished 
products. This is made feasible by sophisticated computers, networked devices, and 
information that is shared globally [1]. This principle combined together is the core of 
industry 4.0. The production mode of every enterprise is shifting from digital to intelligent 
due to the fast growth of electric and electronic technology, and information technology [2]. 
Manufacturing, service-based, and product-based industries are using a combination of these 
technologies to increase their production. It is not about increasing productivity but 
increasing productivity, profitability, flexibility, safety, and ecology as shown in Figure 1 
[3]. Industry 4.0 is the widespread adoption of industry best practices across an 
organization's activities, assisted by IT systems to promote rapid decision-making for 
increased productivity and quality. A component of the worldwide shifts in the production 
sector's paradigm development towards Industrial 4.0 is digital and smart factory 4.0. With 
the help of production processes and technological advancements, the industry has advanced 
significantly. 
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Figure 1: Benefits of Industry 4.0

One of the important industries is minin
socioeconomic and human growth. For its operations to be optimal and successful, a mining 
business requires immediate insight into its production, quality, cycle times, machine status, 
and other key operational factors 
important part of coal mines for production, are very costly equipment in crores and 
operating these heavy machines are also very costly. Therefore, it is very crucial to monitor 
dump truck operation. The need of fuel, whose consumption h
cost of mining operations and accounts for 30.26 percent of total costs, is one of the key 
elements in mining operation activities 
affected by condition of truck, road condition and operator behaviour. But on the other hand, 
truck operation can also affect fuel consumption. A mining truck has to perform a lot of 
operations while in mines as shown in Figure 2. For that it has to do movement on mine road 
and then wait in queue to its turn for loading. And some of the time its ke
standing while engine kept running, which consume a lot of fuel.

Figure 2: Mining dump truck operations
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truck used and payload in mines 
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consumption increases as previously discussion scenari
operation could help in reducing consumption of fuel. Additionally, there has been more 
focus toward condition monitoring of mining machines using condition
(CBM) [7] [8].  Vibration monitoring is a kind of CBM approach where vibration data from 
vibrating portions of machines is collected using measuring equipment i.e., accelerometers 
mounted on them [9].  
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Moreover, a dump truck consumes a lot of fuel for operating which depends upon the type of 
truck used and payload in mines [6]. But for off-highway truck, which is used in Sonepur 
Bazari mines of CIL, consumes approximately 36-96.5 litres/hour. And amount of fuel 
consumption increases as previously discussion scenarios. Thus, monitoring of dump truck 
operation could help in reducing consumption of fuel. Additionally, there has been more 
focus toward condition monitoring of mining machines using condition

tion monitoring is a kind of CBM approach where vibration data from 
vibrating portions of machines is collected using measuring equipment i.e., accelerometers 

Accelerometers mounted on the engine block of mining dump truck allow for kind of 
information about the vehicles' remote monitoring to be gathered via vibration monitoring. 
This technique has been used on several mining machines whereas time-domain analysis has 
been used for feature calculation [10] [8]. Root mean square (RMS), is pre
as time domain feature in previous research works for condition monitoring 
value from vibration has not been used for remote monitoring. 
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variance. From comparing rms value, sd and variance provide dump truck operation. Thus, 
utilization of vibration on engine block will provide a remote monitoring of dump truck 
operation. Moreover, by tracking engine firing frequency in frequency domain analysis with 
different road conditions helps in identifying dump truck operation. 

2. Mining Dump Truck 

A mining dump truck, also known as a dumper, is used to transport demolition waste, sand, 
gravel, and other construction materials in addition to coal. Mining dump trucks often have 
open-box beds, which are hinged at the rear and have hydraulic rams to lift the front. This 
function enables material in the bed to be deposited to the ground at the dumping site behind 
the vehicle. The weight capacity of trucks ranges between 50,000 kg to 500,000 kg. A truck 
with a 94000 kg payload off-highway is chosen for the experiment. It is 746 kW engine 
power combining a seven-speed automatic transmission system. In this configuration, the 
truck's top speed is around 65 kph. Further, truck parameters are included in the table below. 
Mining dump truck selected for experiment is shown below in figure 1 and specifications are 
given in table 1. 

 

Figure 3: Mining dump truck 

Table 1: Mining dump truck Specifications 

Gross machine 

operating weight 

164000 kg 

Payload 94000 kg 

Engine Power Diesel 

Gross Power 746 kW 

Transmission 7 Forward - 1 Reverse 

Engine 

Configuration  

V-8, 4-Stroke-Cycle Diesel

Rated Speed 1800 rpm 

 

Fuel consumption in this model of dump truck varies for different load duties, i.e. 36-53 
litres/hour for low duty, 53-73.8 litres/hour for medium duty, and 73.8-96.5 litres/hour for 
high duty [5]. So, dump truck consumes fuel according to operating mode such as idling or 
motion. 

3. Experimental Method 

3.1. Accelerometer Positioning 

       Vibration monitoring is performed on the mining dump truck using vibration sensor 
mounted on truck at engine block. Mounting is done such that it must not leave out its place 
while truck is in motion. For this purpose, a mounting of accelerometer has to be with studs. 
Using the stud mounting, accelerometer is mounted on engine block in horizontal truck 
motion direction. Sensor location in truck is shown in Figure 4. 
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Figure 4: Schematic diagram for accelerometer position on dump truck

3.2. Data acquisition process

       After installing accelerometer
by BNC to the data acquisition module's chassis. Later, a mini
that powers this chassis. Even when all connections have been made properly, the mini
still need an AC power source. The dump truck itself, which includes a batter
satisfies the need for electricity. Using inverter, this battery power source is transformed to 
AC. Now, Lab VIEW-developed data acquisition software is deployed in mini
vibration data from a moving
data are transferred to cloud storage using Wi
collecting method and system developed.

Figure 5: (a) Experimental setup for data acquisition, (b) Data acquisition system

3.3. Mining Site 

       Dump truck was operated as usual and performed its tasks. Truck was driven from 
Sonepur Bazari workshop to mine site on all shift of a day which needed 40 minutes of time 
for moving from workshop to site and performing its intended task o
dumping. And truck, which has to be remotely monitored, had been operated on same mine 
road for long period of time. In the path of mine road, there was down slopes, elevations and 
different grade of road roughness conditions that li
[13]. So, vibration data was recorded while movement of truck in mine sites. 
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Sonepur Bazari workshop to mine site on all shift of a day which needed 40 minutes of time 
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Figure 6: Sonepur Bazari mines: experimental site 

3.4. Signal Processing 

       Vibration data in the cloud is extracted then processed to get rms values set of data using 
moving window method. After finding rms  values which is very noisy so Kalman filter is 
used to remove that noisy part and a smooth curve is obtained. Then this curve is studied to 
get the operation of dump truck. After that statistical evaluation such as standard deviation 
(sd), variance and mean of smooth curve are calculated. Here, rms has been calculated from 
eqn. (1) and mean, sd and variance of curve are calculated using eqs (2-3). 
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3.5. Kalman filter 

       As the measured signal is impacted by many types of noise, the Kalman filter is used 

here to smooth out the signal and remove noise. The state-space model of a dynamic system 

is often connected to the Kalman filter. In this investigation, the recorded vibration signal is 

originally represented as discrete 1D rms values. The state equations are as follows [14]. 

1 1 1k k k kx Fx Bu w− − −= + +  (5) 

The state and measurement relationships at time step k are described by the process model 

and measurement model as follows: 

k k kz Hx v= +  (6) 

Where, F is the state transition matrix, B is control-input matrix, H is measurement matrix, 

w is process noise that is 1 (0, )kw N Q− � , v  is measurement noise that is (0, )kv N R� . 
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The two steps of the Kalman filter algorithm are prediction and update. The Kalman filter 

algorithms are as follows in eqns 7: 

Prediction: Update:  

 

 

 

(7) 

Predicted state estimate 

$ $
1 1k k kx F x Bu

− +

− −= +  

Measurement residual % $
kkk

y z H x
−−

= −  

Predicted error covariance  

1
T

k kP FP F Q− +
−= +  

Kalman gain  
1( )T T

k k kK P H R HP H− − −= +  

 
Updated state estimate $ $ %

k k kx x K y
+ −
= +  

 Updated error covariance ( )k k k kP P K H P+ − −= −  

Where, $x  is estimate of x , %y  is measurement residual, K is Kalman gain, P is covariance. 

The hat operator, $ , in the eqns above denotes a variable estimate. In other words, $x is 

estimate of x. Prior and posterior estimations are indicated by the superscripts - and +. The 

parameters selected for the scenario in this study are given below. $x is final output from and 

z is input to Kalman filter. 

 F = [[1., 1.], [0., 1.]], H = [[1., 10]], P = 10000, Q = 1, R = 1, (0)x = (0)z . 

3.6. Frequency analysis 

       According to the Fourier theorem, a signal is made up of many sinusoidal signals. The 
frequency spectrum analysis of the signal is the process of analysing the amplitude, 
frequency, and phase of these sinusoidal signals. The signal is filtered, converted to digital 
form, and then Fourier transformed to the frequency domain to retrieve these properties. 
Here, a dump truck vibration signal is transformed to a frequency domain signal. 

       In the studied system, four stroke V8-diesel engine is used in dump truck. The 
crankshaft contains eight independent journals arranged in such a way as to produce a firing 
order with combustion events. Engine firing frequency (EFF) can be calculated from the 
engine speed (rpm), by dividing the rpm by 60 since there is 60 rpm = 1 revolution per 
second, or 1 Hz. Thus, the firing frequency changes proportionally as the engine speed 
changes and is detected in frequency spectrum. Formula for EFF is given in eqn (5). 

 

60 2

RPM EC
EFF = ×  

 

(8) 

Where, EFF=Engine firing frequency (Hz) 

             RPM=Rotational speed of engine              EC= No. of cylinders      
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4. Result and Discussion 

4.1. Vibration data from truck

        Recorded vibration from truck is completely random in nature. R
passed through high pass filter to remove effect of road. Raw vibration data acquired from 
engine of truck is shown below in Figure 6. From raw vibration rms is calculated. RMS 
values and Kalman filtered curve, using above discussed pa
of movement is shown in Figure 7.

Figure 7: Raw vibration signal from engine block of dump truck

Figure 8: RMS value calculated from vibration data and Kalman filtered curve

4.2. Statistical evaluation for operation identification

        Mean, sd and variance values are found from calculated rms values of vibration data for 
idling and moving truck. It is found that sd and variance are very less for idling dump truck 
compare to moving truck. In p
variance changes by 99.66 - 
67.33 % for moving truck. So, it is estimated that idling condition has lesser statistical values 
than moving operation. Statistical evaluation for operation identification is shown in Table 2.

Table 

 

Idling while engine 

running 

15.6 

Movement 21.2 

%age difference 26.4 
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luation for operation identification 

Mean, sd and variance values are found from calculated rms values of vibration data for 
idling and moving truck. It is found that sd and variance are very less for idling dump truck 
compare to moving truck. In percentage difference, sd changes by 93.52 

 99.86 %. And also mean is coming out to be more by 26.4 
67.33 % for moving truck. So, it is estimated that idling condition has lesser statistical values 

ation. Statistical evaluation for operation identification is shown in Table 2.

Table 2: Feature calculation and comparison 

Mean Standard deviation 

15.6 - 15.81 0.33 - 0.50 

21.2 - 47.75 5.76 - 9.01 33.20 

26.4 - 67.33 93.52 - 96.33 99.66 

Idling dump truck 

Moving dump 

truck 
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Mean, sd and variance values are found from calculated rms values of vibration data for 
idling and moving truck. It is found that sd and variance are very less for idling dump truck 

ercentage difference, sd changes by 93.52 - 96.33 % and 
99.86 %. And also mean is coming out to be more by 26.4 - 

67.33 % for moving truck. So, it is estimated that idling condition has lesser statistical values 
ation. Statistical evaluation for operation identification is shown in Table 2. 

Variance 

0.11 - 0.25 

33.20 - 81.25 

99.66 - 99.86 
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4.3. Frequency spectrum evaluation for operation identification

       Vibration signal from dump truck is studied using Fourier transform and changed to 
frequency domain to get frequency spectrum during idling and moving conditions. It is found 
that engine rotational speed during idling condition is 700 RPM which comes out to be 46.67 
Hz firing frequency of engine. While the same 46.67 Hz is not found in case o
condition due to engine rotation at higher RPMs. Moreover, higher dB amplitude is found in 
low frequency region of 10 Hz in moving condition because of road roughness which is 
missing for idling condition. So, frequency spectrum clearly helps in o
as shown in figure 9. 

Figure 9: Truck vibration (a) Idling, (b) Moving; Power spectral density 

 

4.4. Fuel consumption 

       After identification of truck operation using vi
idling are determined.  As mention above, 36 litres/hours of fuel is consumed for low duty. 
Therefore, for single day of monitoring operation of 35 minutes as shown in Figure 8, dump 
truck was idling for 24 minutes an
engine consume 14.4 litres of fuel whereas total monitoring time consumed 21 litres only. It 
is very clear that 69 % of fuel is consumed while truck is idling. Thus, it is very much 
required to reduce fuel consumption in dump truck and use this amount of fuel for 
production. Fuel consumption is shown in figure 10.

Figure 

EFF= 46.67 Hz

National Conference on Condition Monitoring (NCCM-2023), 27-28 April 2023 

Frequency spectrum evaluation for operation identification 
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ency domain to get frequency spectrum during idling and moving conditions. It is found 

that engine rotational speed during idling condition is 700 RPM which comes out to be 46.67 
Hz firing frequency of engine. While the same 46.67 Hz is not found in case o
condition due to engine rotation at higher RPMs. Moreover, higher dB amplitude is found in 
low frequency region of 10 Hz in moving condition because of road roughness which is 
missing for idling condition. So, frequency spectrum clearly helps in operation identification 

 

Figure 9: Truck vibration (a) Idling, (b) Moving; Power spectral density 

 (c) Idling,      (d) Moving 

After identification of truck operation using vibration data, fuel consumed in time of 
As mention above, 36 litres/hours of fuel is consumed for low duty. 

Therefore, for single day of monitoring operation of 35 minutes as shown in Figure 8, dump 
truck was idling for 24 minutes and moved only for 11 minutes. So, idling

of fuel whereas total monitoring time consumed 21 litres only. It 
is very clear that 69 % of fuel is consumed while truck is idling. Thus, it is very much 

el consumption in dump truck and use this amount of fuel for 
production. Fuel consumption is shown in figure 10. 

 

Figure 10: Fuel consumption in dump truck 
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Vibration signal from dump truck is studied using Fourier transform and changed to 
ency domain to get frequency spectrum during idling and moving conditions. It is found 

that engine rotational speed during idling condition is 700 RPM which comes out to be 46.67 
Hz firing frequency of engine. While the same 46.67 Hz is not found in case of moving 
condition due to engine rotation at higher RPMs. Moreover, higher dB amplitude is found in 
low frequency region of 10 Hz in moving condition because of road roughness which is 

peration identification 

Figure 9: Truck vibration (a) Idling, (b) Moving; Power spectral density                         

bration data, fuel consumed in time of 
As mention above, 36 litres/hours of fuel is consumed for low duty. 

Therefore, for single day of monitoring operation of 35 minutes as shown in Figure 8, dump 
idling while idling 

of fuel whereas total monitoring time consumed 21 litres only. It 
is very clear that 69 % of fuel is consumed while truck is idling. Thus, it is very much 

el consumption in dump truck and use this amount of fuel for 
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5. Conclusions 

     This paper deal with monitoring mining dump truck operation remotely utilising system 
developed. Vibration data from dump truck have been acquired and processed using time-
domain features, frequency domain analysis and Kalman filter. Statistical evaluation of 
processed data reveal operation of dump truck as idling or moving. Moreover, these 
operations are further clarified using frequency domain analysis of engine vibration. After 
identifying operations of dump truck, their fuel consumption for single day usage has been 
shown which reveal that two third portion of the fuel is consumed for idling of dump truck 
and only one third portion is used for moving operation. Thus, dump truck has been remotely 
monitored using engine block vibration and this need further investigation for efficiently 
reducing fuel consumption, reducing operational cost and increasing production. 
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Abstract 

Circulating Water (CW) pumps are the backbone of any water package system of a 
power plant. The power output of a plant may need to be de-rated if these pumps aren't 
operating efficiently. Various types of faults may cause the failure of CW pumps.  The 
faults may be mechanical, electrical, structural or hydraulic. The natural frequency of a 
pump structure mainly depends on the mass and the effective stiffness of the pump 
structure. As the mass is almost fixed for a particular structure therefore the variation of the 
connections between the concrete, base plates, pump base and motor flange may change the 
effective stiffness. The change in stiffness may also change the natural frequency. If the 
operating speed of the pump is coincide with any of the natural frequencies of the system a 
condition of resonance has occurred. In this paper how resonance is contributing a major 
role to cause high vibration of a CW pump in a power plant is explained. A 3D model of 
the above pump structure was made and various modes were calculated. The results of 
these tests are used to identify the root cause of the problem and recommendations are 
made to resolve the same accordingly. 

Keywords: circulating water pump, vibration, natural frequency, resonance, stiffness. 

Introduction: 

The central component of the water package system in a thermal power station is a 
vertical circulating water pump. A heavy motor is positioned above the pump in the vertical 
configuration. This heavy motor results the pump-motor configuration heavy on top which 
makes the system vibration prone (Karassik et al. [1]). In CW pump, the water is sucked 
through the strainer and suction bell mouth to the impeller from the cooling water sump. 
The Impeller forces the water to the condenser through the discharge elbow and discharge 
pipe.  Nag [2] described that the water supplied by the CW pump is used in a condenser to 
cool the exhaust "steam" of the LP Turbine and create "condensate.  

 
 In this type of CW pump two concrete floors were used to support the pump. The 
discharge elbow mounted on the intermediate circular foundation ring. The ring anchored 
with intermediate floor by means of foundation bolts. Motor foundation ring used to 
support the motor stool and motor on operating floor. Motor stool bottom flange was 
anchored to the floor by foundation bolt through motor foundation ring. A distance piece 
top flange connected with the motor foundation ring by fasteners. Therefore the proper 
connectivity between the connecting flanges is very crucial for overall stiffness of the 
structure. 
 
 Rao [3] described the methodology of vibration measurement used in vibration 
analysis. An accelerometer is used to get a quality signal from a measurement point. The 
analog input is then transformed into a digital signal using an analog to digital converter. 
The measured time domain signal is then stored in a database and analyzed by various 
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signature analysis techniques. Spectrum analysis is used to ascertain the source of high 
vibrations by analyzing the frequency and amplitude. Fast Fourier Transform (FFT) is used 
to convert the signal from time to frequency domain. 
 
 Thompson [4] explained that mass and stiffness are the two controlling parameters 
for natural frequency of any dynamic system. To identify a vertical turbine pump's dynamic 
properties, such as its natural frequencies and associated mode shapes, Kumatkar et al [5] 
performed a modal analysis on the device. They conducted theoretical, numerical, and 
experimental analyses of the VT Pump rotor component. Corley et al. [6] predicted the 
resonant frequencies of a 3000 HP vertical pump which is close to the operating speeds. 
The research experimentally and analytically demonstrates the vibration modes. De souza 
[7] used operating deflection shape (ODS) by measuring the vibration amplitude and phase 
at pre-determined locations of a machine and structure to study the dynamic characteristics. 
Sinha et al. [8] performed a modal analysis on the entire assembly of pumps and piping 
arrangement and according to them, resonance was found to be one of the main factors 
contributing to pump failure. DeMatteo et al. [9] applied Modal techniques on a vertical 
pump to comprehend the sources of vibration. Smith et al. [10] conducted some 
experimental tests to shift the natural frequency of a vertical pump away from its running 
frequency and its merits and demerits. They applied stiffeners to increase and neoprene 
isolator pads as a soft base to reduce the natural frequency respectively. Tompkins et al. 
[11] calculated a pump / motor structure's natural frequency by using finite element 
analysis software, and then possible modifications are modeled to see how these might 
affect the presence of harmful resonance. El-Gazzar [12] described why a pump vibrated so 
much after replacing its original motor with one of a different design and weight. He used 
Finite Element Analysis (FEA) to model the motor structure and discovered that the third 
natural frequency of the system coincides with the working speed of the pump, resulting in 
resonance. His suggested structural modification methodology significantly reduces the 
pump vibration. Aladesaye et al. [13] applied a combination of four methods to determine 
the underlying cause of a pump with frequent bearing failures. They used vibration 
analysis, motion amplification camera, FEA and mathematical modeling to find out the 
root cause of the problem. They used FEA to determine the natural frequencies and mode 
shapes of the pipe support structure. To combat the resonance problems, previous square-
section supports were replaced by a new set of I-section supports with greater stiffness. 
 

In this paper, the root cause for the high vibration of a vertical CW pump was 
investigated by analyzing the vibration spectrum, impact response function, and theoretical 
Finite Element Analysis. Structural modification is also proposed by increasing the 
stiffness of the machine stool support structure in various combinations to increase the 
margin between natural frequency and operating frequency. 
 
Methodology: 

The CW pump of a power plant as shown in figure 1 had suffered a frequent motor 
bearing failure with high vibration. Each bearing failure required motor decoupling, motor 
removal from the top of the pump to the ground, replacement of bearings, and the motor to 
be reinstalled again and realignment before operation. This increases downtime and the 
non-availability of the pump. Therefore root cause analysis of high vibration is required for 
the smooth operation of the pump motor system.  
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The CW pump was running at 500 rpm (8.34Hz). Vibration data was collected 
from the pump at Motor Non Drive End (MNDE) and Motor Drive End (MDE) bearing 
points using a portable vibration analyzer and accelerometer with sensitivity of 100 mv/g.  
The sampling frequency of 8192 Hz was used to collect the vibration data at rated rpm. 
The overall vibration was then recorded and compared with relevant ISO standards to 
assess the condition of the pump. The overall vibration is shown in table 1. Spectrum 
analysis was carried out to identify the fault frequency and amplitude was used to identify 
the severity of the problem. A sampled spectrum of MNDE bearing is also shown in figure 
2. A bump test is also carried out on the motor top perpendicular to the flow and parallel to 
the flow direction.  
 

  
 

(a) 

 

(b) 

Figure 1. (a) actual CW Pump and (b) 3D CAD model 

 

Table 1 

5.1. Overall Radial Direction Vibration Levels at Motor Bearings of CW Pump  
in Coupled Condition (Speed = 500 rpm) 

 

Measurement position 
Displacement 

(pk-pk) in µm 

Velocity (rms) in  

mm/sec 

 Motor NDE 
Perpendicular to  

flow direction 
360~461 8.1~9.7 

 Motor NDE 
Parallel to flow direction 

132~180 
 

2.6~3.4 
 

 Motor DE 
Perpendicular to  

flow direction 
186~242 3.6~4.3 

Motor DE 
Parallel  to flow direction 

76~94 
 

1.3~1.6 
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Results and discussion: 

 
Figure 2. Frequency Spectrum of Pump 

The spectrum analysis reveals the cause of high vibration is dominating 1X rpm 
peak. High directional vibration was observed in perpendicular direction as compare to the 
parallel direction of the flow at MNDE bearing.  This directional vibration may be the first 
indication of resonance. Therefore to ascertain the natural frequency of the pump structure 
with the motor above the base, an impact test was carried out. Time waveform impulse 
response and impact test spectrums are shown in figure 3 and figure 4 respectively. 
 

 
Figure 3. Impulse response of Pump structure 

 
Figure 4. Impact test spectrum of pump structure 
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Based on the drawings of different parts of the pump-motor system, a CAD model 
of the pump structure above the operating floor was prepared using CATIA software.  
Finite Element (FE) modal analysis of the existing system was performed using CATIA 
generative structural analysis workbench in order to determine the natural frequencies and 
mode shapes of vibration. From the theoretical modal analysis it was found that the first 
mode is very close to the 1X rpm. The first ten mode corresponding frequencies of the 
present configuration are shown in the figure 5. 

 
Figure 5. First ten modes and corresponding frequencies of CW pump structure with 

existing motor stool stiffener 
 

The above FEA indicates the low stiffness portion of the structure. These low 
stiffness portion, mainly motor stool and motor stool joints has to be stiffened to increase 
the margin between natural frequency and operating frequency. Accordingly, various 
combination of motor stool stiffener was theoretically modeled and analyzed with the 
existing motor stool bottom flange. Initially, additional two stiffeners were fixed with the 
existing stool but the targeted improvement has not been achieved. The result is shown in 
figure 6. Therefore the motor stool was rotated 90° in the theoretical model such that the 
stool window portions are in the parallel direction to flow. No such improvement was 
observed. The result is shown in figure 7.  

 
Figure 6. First ten modes and corresponding frequencies of CW pump structure with 

additional motor stool stiffener 
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Figure 7. First ten modes and corresponding frequencies of CW pump structure after 

90° rotation of the motor stool 

 
Finally, motor stool bottom flange outside diameter was increased to 2100 mm from 

existing 1840 mm and accordingly the stiffeners width also modified from 145mm to 275 
mm in the model as shown in figure 8.  

 

 
Original Motor Stool 

 
Modified Motor Stool 

 

Figure 8. Existing and modified motor stool stiffener dimension 

The isometric view of the motor stool (existing and modified) is shown in figure 9. 
Modal analysis of the pump assembly with modified stiffener and bottom flange has been 
carried out theoretically. The first ten modes of CW pump structure with modified stiffener 
are shown in figure 10. 

 
(a) 

 
(b) 

Figure 9. Isometric view of existing (a) and modified (b) motor stool with stiffener 
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Figure 10. First ten modes and corresponding frequencies of CW pump structure  

with modified motor stool bottom flange and stiffener 

 

A comparative frequency result for first six modes and corresponding separation margin 
after the proposed modification is shown in the table 2. 
 

 

Table 2 

5.2. First six modes of CW pump structure before and after proposed motor stool stiffener 
modification and corresponding separation margin: 

 

 

Mode 

Running 
Frequency and  
their harmonics 

in Hz 

Before modification After modification 

Existing  
Frequency 

 (Hz) 

Separation 
margin in 

% 

Modified  
Frequency 

(Hz) 

Separation 

margin in 

% 

1 8.34  8.759  5.0 13.529  61.0 

2 16.68 9.518  -42.9 14.274  -14.4 

3 25.02 26.378  5.4 35.600  42.2 

4 33.36 37.417  12.1 52.811  58.3 

5 41.70 45.345  8.7 57.633  38.2 

6 50.04 68.672  37.2 85.940  71.7 
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Conclusion: 

In this paper, the vibration spectrum, impact response function, and theoretical FE 
Analysis were used to examine the root cause of a vertical CW pump's high directional 
vibration and frequent motor bearing failure. From the table 2, it was concluded that the 
margin of separation between the running frequency and 1st natural frequency of the 
system before modification was very close which may cause the resonance. At resonating 
condition the system will generates high vibration, which leads to bearing failure of the 
system.  
In the proposed modification, we have increase the stiffness of the motor stool and 
theoretically found that the first three modes of natural frequencies are shifted away from 
the operating frequency by a margin of 61.0 %, 14.4% and 42.2% respectively which may 
solve the resonance, existing high vibration problem and frequent bearing failure. 
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Abstract 

The increased demand for electric and hybrid vehicles necessitates the development of 

high-power density and compact drive trains. As torque is reduced and operating speeds 

are increased, the power density of an electric vehicle increases. However, as the speed 

increases, the centrifugal loads on the bearings increase significantly. Vibrations and 

acoustic signals from bearings at high speeds are key indicators of bearing performance. 

As a result, it is critical to examine bearing behaviour at high speeds. A high-speed (up to 

18000 rpm) bearing test rig with radial (up to 3 kN) and axial (up to 2 kN) load 

capabilities has been developed. As test bearings, grease-lubricated 6309 deep groove ball 

bearings (DGBB) are used. The test bearing's vibration and acoustic signatures are 

recorded up to 7000 rpm. For the acquired vibration and acoustic signals, statistical 

parameters are calculated. Pearson correlations are established for vibrations and 

acoustic statistical parameters, while vibration and acoustic measurements are also 

correlated. 

Keywords: High Speed Bearing Noise, Deep Groove Ball Bearings; Statistical 
Parameters, Pearson Correlations.   

Introduction 

Vibration and acoustic signatures are critical indicators for machinery health and condition 
monitoring. Several researchers have used vibration measurements for fault detection in 
rotating machines [1] [2].  However acoustic measurements at high speeds remains a 
relatively unexplored area [3]. The early diagnosis of defects and increased pre-warning 
time are the major advantages of condition monitoring for dynamic elements [4]. 
Correlating acoustic signatures with vibrations offers advantages in predicting the health of 
the rotating elements. 

Ball bearings are important mechanical transmission element because their quality and 
reliability directly affect the lifespan and functionality of machines. Ball bearings are 
important noise and vibration generators in high-speed applications, and their failure can 
cause extreme damage to other machine components, prolonged downtime, heavy repair 
costs, and the potential for fatality. Even if the geometry of a ball bearing is perfect, it will 
still produce vibrations caused by the rotation of a finite number of loaded rolling contacts 
between the balls and the races. Because these contacts are elastic and change with time, 
the bearing stiffness becomes explicitly dependent on time. A time-varying stiffness causes 
vibrations even in the absence of external loads. Variable stiffness causes parametric 
excitations, which are a major source of vibration in ball bearings.  These vibrations are 
responsible for generating structure-borne noise in bearings. 

Deep-groove ball bearings (DGBB) are used in the majority of electric vehicles because 

they can withstand both large radial loads and relatively high axial loads. In this article, the 
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authors describe the process of developing a high

to measure the vibration and acoustic characteristics. The test rig is capable of both radial 

and axial loading and was designe

of this paper is to report the vibration and acoustic signatures of deep groove ball bearings 

when operating at high speeds. The mechanical limiting speeds of the 6309 

rpm, and thus operating speeds are limited up to 7000 

bearing stresses. In addition, linear correlation coefficients using Pearson's method are 

calculated to determine the relationship between vibrations and acoustic statistical 

parameters. 

Experimental Setup and Instrumentation

 

Figure 1: Schematic diagram of the High

Bearing test rig assembly 

Figure 1 shows the schematic drawing of the high
speed bearing test rig assembly. The drive motor 
spindle and the two support bearings are fixed by bolting to the top plate of the vibration 
isolation table, whereas the test bearing is supported by roller supports in the vertical 
direction. As the test bearing block is located at the free end of the drive shaft, it is simp
to replace the test bearing without disturbing the alignment of the support bearings and the 
drive shaft. The entire test rig setup is supported by a vibration isolation table. The 
maximum speed of the spindle is 18000 
nature. The transmitted vibrations to the ground are reduced by adding suspension elements 
(helical springs) and damping elements (elastomer layers of neoprene) combined as 
vibration isolators. The isolators are selected with a fundamental
Hz and thus vibration isolation occurs at operating speeds of the drive spindle above 1000 
rpm (16.67 Hz)  Note that �/
vibration isolation and thus having transmis
vibration isolation table and the load actuator support table are fixed to the ground using 
concrete slurry. 

The drive unit is a constant power high
used for CNC engraving machines with a maximum spindle speed up to 18000 
spindle is cooled by circulating water around the spindle with a water chiller to prevent 
overheating of the windings of the high
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authors describe the process of developing a high-speed ball bearing test rig setup in order 

to measure the vibration and acoustic characteristics. The test rig is capable of both radial 

and axial loading and was designed to reach a maximum speed of 18000 rpm. The purpose 

of this paper is to report the vibration and acoustic signatures of deep groove ball bearings 

when operating at high speeds. The mechanical limiting speeds of the 6309 

g speeds are limited up to 7000 rpm to not exceed the limiting 

bearing stresses. In addition, linear correlation coefficients using Pearson's method are 

calculated to determine the relationship between vibrations and acoustic statistical 

up and Instrumentation 

  

Figure 1: Schematic diagram of the High-speed 

shows the schematic drawing of the high-
speed bearing test rig assembly. The drive motor 

support bearings are fixed by bolting to the top plate of the vibration 
isolation table, whereas the test bearing is supported by roller supports in the vertical 
direction. As the test bearing block is located at the free end of the drive shaft, it is simp
to replace the test bearing without disturbing the alignment of the support bearings and the 
drive shaft. The entire test rig setup is supported by a vibration isolation table. The 
maximum speed of the spindle is 18000 rpm and the vibrations transmitted
nature. The transmitted vibrations to the ground are reduced by adding suspension elements 
(helical springs) and damping elements (elastomer layers of neoprene) combined as 
vibration isolators. The isolators are selected with a fundamental natural frequency of 11 
Hz and thus vibration isolation occurs at operating speeds of the drive spindle above 1000 /��		= 1.515 ≥ 1.414 is necessary and sufficient condition for 
vibration isolation and thus having transmissibility ratio less than one. Moreover, the 
vibration isolation table and the load actuator support table are fixed to the ground using 

The drive unit is a constant power high-speed spindle. It has a Power rating of 12 
NC engraving machines with a maximum spindle speed up to 18000 

spindle is cooled by circulating water around the spindle with a water chiller to prevent 
overheating of the windings of the high-speed spindle. The constant flow of water around 

Sr no.  Nomenclature

1 CNC drive motor

2 Aluminium clamp

3 High-speed coupling

4 Vibration isolators

5 Linear actuator

6 Actuator support

7 Support Bearing blocks (2)

8 Test bearing block

9 Load cell, knuckle fork 

and loading assembly
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speed ball bearing test rig setup in order 

to measure the vibration and acoustic characteristics. The test rig is capable of both radial 

d to reach a maximum speed of 18000 rpm. The purpose 

of this paper is to report the vibration and acoustic signatures of deep groove ball bearings 

when operating at high speeds. The mechanical limiting speeds of the 6309 DGBB is 9500 

to not exceed the limiting 

bearing stresses. In addition, linear correlation coefficients using Pearson's method are 

calculated to determine the relationship between vibrations and acoustic statistical 

support bearings are fixed by bolting to the top plate of the vibration 
isolation table, whereas the test bearing is supported by roller supports in the vertical 
direction. As the test bearing block is located at the free end of the drive shaft, it is simple 
to replace the test bearing without disturbing the alignment of the support bearings and the 
drive shaft. The entire test rig setup is supported by a vibration isolation table. The 

and the vibrations transmitted are periodic in 
nature. The transmitted vibrations to the ground are reduced by adding suspension elements 
(helical springs) and damping elements (elastomer layers of neoprene) combined as 

natural frequency of 11 
Hz and thus vibration isolation occurs at operating speeds of the drive spindle above 1000 

≥ 1.414 is necessary and sufficient condition for 
sibility ratio less than one. Moreover, the 

vibration isolation table and the load actuator support table are fixed to the ground using 

speed spindle. It has a Power rating of 12 kW and is 
NC engraving machines with a maximum spindle speed up to 18000 rpm. The 

spindle is cooled by circulating water around the spindle with a water chiller to prevent 
speed spindle. The constant flow of water around 
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speed coupling 
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the spindle takes away the excessive heat generated in the motor windings. Drive motor 
shaft and bearing shaft are connected with a high
threaded on both ends pulls the test bearing block thereby applying a radial load on th
bearing. The Knuckle fork is pulled with a linear electromechanical actuator (Dynamic 
Load capacity 5000 N, Stroke Length 300 
bearing block. The back plate supporting the linear actuator is fixed by
actuator table. The constrained motion of the actuator by the back plate applies a 
compressive radial load on the test bearing.

 

Figure 2: High

 
Figure 2 shows the actual high
measuring load, temperature, sound pressure level, vibrations, speed, and torque are used in 
the bearing test-rig to carry out respective measurements. The hardware used for data 
acquisition is a National Instruments 8
J type thermocouples (range 20 
measure the temperature of the test bearing. The vibration data is measured from a Dytran 
Uniaxial accelerometer (model no: 
level is measured from a PCB Prepolarized condenser microphone (Model:
Sensitivity = 48.7266 mV/Pa). The vibration and sound pressure level results under no
conditions are discussed here. The microphone was calibrated in a microphone calibrator 
which produces 94 dB at 1000 
shaker which produces 1 g acceleration at 159.2 

The measurements are taken up to 7000 rpm in the steps of 1000 rpm which is most 
relevant maximum bearing speed in electrical vehicles. All the sensors’ data captured for 
test and support bearings as a func
signals data at 7000 rpm of test bearing is given in the manuscript. Figure 3(a) shows the 
vibration signal of the test bearing at 7000 
represented in Figure 3(b) The signals are recorded for a duration of 1
frequency of 25600 Hz. Acceleration spectrum is marked with the harmonics of the 
excitation frequency (i.e.,7000 
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pindle takes away the excessive heat generated in the motor windings. Drive motor 
shaft and bearing shaft are connected with a high-speed flexible coupling. A stud
threaded on both ends pulls the test bearing block thereby applying a radial load on th
bearing. The Knuckle fork is pulled with a linear electromechanical actuator (Dynamic 

, Stroke Length 300 mm), pulling the S - shaped load cell and the test 
bearing block. The back plate supporting the linear actuator is fixed by 
actuator table. The constrained motion of the actuator by the back plate applies a 
compressive radial load on the test bearing. 

  

Figure 2: High-speed Bearing noise and vibration test rig

Figure 2 shows the actual high-speed bearing test rig setup. A total of six sensors for 
measuring load, temperature, sound pressure level, vibrations, speed, and torque are used in 

rig to carry out respective measurements. The hardware used for data 
acquisition is a National Instruments 8-slot USB compact DAQ chassis (NI c
J type thermocouples (range 20 ⁰C to 200 ⁰C with sensitivity of 50 µV/

e temperature of the test bearing. The vibration data is measured from a Dytran 
Uniaxial accelerometer (model no: 3055B1; Sensitivity = 10.437 mV/g. Sound Pressure 
level is measured from a PCB Prepolarized condenser microphone (Model:

). The vibration and sound pressure level results under no
conditions are discussed here. The microphone was calibrated in a microphone calibrator 

at 1000 Hz whereas; the accelerometer was calibrated in a vibration 
acceleration at 159.2 Hz. 

The measurements are taken up to 7000 rpm in the steps of 1000 rpm which is most 
relevant maximum bearing speed in electrical vehicles. All the sensors’ data captured for 
test and support bearings as a function of speed. For brevity, only vibration and acoustic 
signals data at 7000 rpm of test bearing is given in the manuscript. Figure 3(a) shows the 
vibration signal of the test bearing at 7000 rpm. The corresponding sound level is 

The signals are recorded for a duration of 1s 
frequency of 25600 Hz. Acceleration spectrum is marked with the harmonics of the 
excitation frequency (i.e.,7000 rpm or 117 Hz in Figure 3(c) The third and the sixth modal 

Sr no. Nomenclature

10 NI DAQ

11 Thermocouples

12 Accelerometers

13 S - Shaped load cell

14 Microphone
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speed flexible coupling. A stud-bolt 

threaded on both ends pulls the test bearing block thereby applying a radial load on the test 
bearing. The Knuckle fork is pulled with a linear electromechanical actuator (Dynamic 

shaped load cell and the test 
 bolting it to the 

actuator table. The constrained motion of the actuator by the back plate applies a 

speed Bearing noise and vibration test rig 

speed bearing test rig setup. A total of six sensors for 
measuring load, temperature, sound pressure level, vibrations, speed, and torque are used in 

rig to carry out respective measurements. The hardware used for data 
USB compact DAQ chassis (NI c-DAQ- 9178). 

C with sensitivity of 50 µV/⁰C) is used to 
e temperature of the test bearing. The vibration data is measured from a Dytran 

. Sound Pressure 
level is measured from a PCB Prepolarized condenser microphone (Model:378B02; 

). The vibration and sound pressure level results under no-load 
conditions are discussed here. The microphone was calibrated in a microphone calibrator 

whereas; the accelerometer was calibrated in a vibration 

The measurements are taken up to 7000 rpm in the steps of 1000 rpm which is most 
relevant maximum bearing speed in electrical vehicles. All the sensors’ data captured for 

tion of speed. For brevity, only vibration and acoustic 
signals data at 7000 rpm of test bearing is given in the manuscript. Figure 3(a) shows the 

. The corresponding sound level is 
 with a sampling 

frequency of 25600 Hz. Acceleration spectrum is marked with the harmonics of the 
in Figure 3(c) The third and the sixth modal 
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harmonic represent the highest magnitude in the acceleration frequency spectrum.  The 
three characteristic frequencies i.e., Ball spin frequency (BSF), Ball pass frequency outer 
race (BPFO) and Ball pass frequency inner race (BPFI) respectively are clearly identified 
in the vibration spectrum for the test bearing.  

 

 

                     (a)                (b) 

 

             (c) 

Figure 3: (a) Acceleration signal in time domain (b) Sound Pressure signal in time domain 

(c) Vibrations spectrum at 7000 RPM  for Test bearing 6309 DGBB. 

Statistical Parameters 

Statistical parameters are computed for the acceleration and acoustic signals of the test 

bearing with rotational speeds (1000-7000 rpm in steps of 1000 rpm). The mathematical 

formulae used for calculating the statistical parameters are as in Parameters Table 1. �� is 

the amplitude of the corresponding vibration and acoustic signal, respectively. 

The vibration statistical values for operational speeds up to 7000 rpm are shown in Table 2. 

The mean of the vibration signal is small in magnitude and changes with speed. The root 

means square and peak value increase steadily as the operating speed increases. The crest 

factor provides early warning of ball bearing problems as they develop, and as operating 

speed increases, the crest factor decreases. 
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Table 3:Formulae for Statistical Parameters 

Sr 

no. 

Statistical 

Parameter 
Formula 

Sr 

no. 

Statistical 

Parameter 
Formula 

1 Mean (µ) 
1�		��



��� 	 7 

Variance (��) 

∑ (�� − �)�
��� �  

2 RMS �1� 	 |�� �|�

���

�
 8 

Standard 

deviation 

(σ) 

� 1� − 1 	(�� − �)�

���

�
 

3 
Peak Level 

(��) 

1� [���	(�_ 	)− � !	(�_ 	)] 9 
Clearance 

factor (CI) 

#$(�
 ∑ %|��|�
��� )� 

4 
Crest factor 

(CF) 

#$&�' 10 
Impulse 

factor (()) 

#$�
 ∑ |��|
���  

5 Skewness (S) 

�
 ∑ (�� − �)*
���(&�')*  11 
Shape 

factor (+)) 

&�'�
 ∑ |��|
���  

6 Kurtosis (K) 

�
 ∑ (�� − �),
���(&�'),   

 

 
Skewness is a measure of data asymmetry around the sample mean.  The skewness 
calculated is non-biased and thus refers to no systematic difference between the sample and 
the population. As the skewness of the vibration data is positive (except for 4000 rpm), the 
data spreads out more to the right. However, the low magnitude of the skewness indicates 
close conformity with the normal distribution of the data. Kurtosis is used to detect the 
presence of outliers in the data, with a greater value referring to a higher peak. As seen, the 
kurtosis of the deep groove ball bearings transitions from a positive kurtosis (≥ 3) to a 
negative kurtosis (≤ 3) value at higher speeds. The variance and standard deviation increase 
significantly at higher speeds, indicating wider spreads of the data from the mean. With the 
decrease in the clearance factor and the shape factor, it may be possible to expect a fault or 
instability signature from the bearings at higher operational speeds. 
 
Table 3 shows the acoustic statistical parameters. The mean and rms acoustic signals are 
constant; however, the peak level and crest factor are small and decrease with speed. The 
acoustic signals' skewness is slightly negative, indicating that the data is spread to the right 
of the mean. The kurtosis is negative across the whole operating speed range, indicating a 
heavier tail and flatter peaks in the acoustic data. Unlike the variance and standard 
deviation in the case of vibrations, the signal data remains near the mean for acoustic 
signals. Significant changes are not observed with increase of speed for clearance factor, 
impulse factor, or shape factor in acoustic signals from the bearings up to 7000 rpm. 
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Table 2: Statistical Parameters for Bearing vibration signal as a function of speed  

(6309 Test Bearing) 

Sr no.  
Statistical Parameter 

for vibration response 

1000 

RPM 
2000 RPM 3000 RPM 4000 RPM 5000 RPM 6000 RPM 7000 RPM 

1 Mean 0.00028 0.00074 0.00046 0.00046 0.00080 0.00042 0.00105 

2 RMS 0.09973 0.31142 0.37536 0.50722 0.64544 0.73447 1.27740 

3 Peak Level 0.00004 0.00014 0.00012 0.00017 0.00021 0.00024 0.00036 

4 Crest factor 0.00037 0.00046 0.00031 0.00034 0.00033 0.00033 0.00028 

5 Skewness 0.02712 0.09034 0.01633 -0.01614 0.02071 0.07269 0.02124 

6 Kurtosis 3.19696 4.08802 3.12702 2.97208 2.99447 3.02318 2.77957 

7 Variance 0.00995 0.09698 0.14090 0.25727 0.41659 0.53945 1.63175 

8 Standard Deviation 0.09973 0.31143 0.37537 0.50722 0.64545 0.73448 1.27743 

9 Clearance factor 0.00054 0.00071 0.00047 0.00051 0.00049 0.00049 0.00041 

10 Impulse factor 0.00046 0.00060 0.00040 0.00043 0.00041 0.00042 0.00035 

11 Shape factor 1.25687 1.28718 1.26057 1.25102 1.25457 1.25250 1.24021 

 
Table 3: Statistical Parameters for Bearing acoustic signal as a function of speed  

(6309 Test Bearing) 

Sr no.  
Acoustic Statistical 

Parameter 
1000 RPM 2000 RPM 3000 RPM 4000 RPM 5000 RPM 6000 RPM 7000 RPM 

1 Mean -0.01709 -0.01618 -0.01686 -0.01630 -0.01690 -0.01656 -0.01658 

2 RMS 0.03834 0.03807 0.03829 0.03765 0.03797 0.03810 0.03774 

3 Peak Level 0.00001 0.00001 0.00001 0.00001 0.00001 0.00001 0.00001 

4 Crest factor 0.00021 0.00019 0.00020 0.00018 0.00018 0.00019 0.00019 

5 Skewness -0.11678 -0.15809 -0.15817 -0.09912 -0.09326 -0.12793 -0.12791 

6 Kurtosis 2.17941 2.23741 2.23160 2.15876 2.15490 2.21277 2.17341 

7 Variance 0.00118 0.00119 0.00118 0.00115 0.00116 0.00118 0.00115 

8 Standard Deviation 0.03432 0.03446 0.03438 0.03393 0.03400 0.03431 0.03390 

9 Clearance factor 0.00030 0.00027 0.00029 0.00026 0.00025 0.00027 0.00027 

10 Impulse factor 0.00026 0.00023 0.00025 0.00022 0.00021 0.00023 0.00023 

11 Shape factor 1.22414 1.22738 1.22815 1.22162 1.22255 1.22585 1.22691 

 

Correlating Acceleration and Acoustic Statistical Parameters 

Pair wise Pearson correlation coefficients have been established between the vibration and acoustic 
statistical parameters. The Pearson correlation coefficient (ρ) is a descriptive statistical parameter 
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and the most common way of measuring a linear correlation. It measures the strength and direction 
between the two variables. The below formula is used for calculating the Pearson correlation 
coefficient -1 ≤ ρ ≤ 1 between the two variables x and y.  

- = 	 !∑�/ − (∑�)(∑/)√[!∑�� − (∑�)�][!∑/� − (∑/)�]	 (12)	
Table 4: Strongly correlated statistical parameters between Acoustic and  

Vibration bearings signals. 

Sr 

no. 
Acoustic Statistic Vibration Statistic Correlation 95% CI for ρ P-Value 

1 Variance acoustic Skewness vibration 0.749 (-0.010, 0.960) 0.053 

2 
Standard Deviation 

acoustic 
Skewness vibration 0.705 (-0.103, 0.952) 0.077 

3 Variance acoustic Kurtosis vibration 0.726 (-0.060, 0.956) 0.065 

4 
Standard Deviation 

acoustic 
Kurtosis vibration 0.738 (-0.034, 0.958) 0.058 

5 Kurtosis acoustic Shape factor vibration 0.715 (-0.083, 0.954) 0.071 

6 Variance acoustic Shape factor vibration 0.764 (0.025, 0.963) 0.046 

7 
Standard Deviation 

acoustic 
Shape factor vibration 0.785 (0.078, 0.967) 0.037 

8 Kurtosis acoustic Kurtosis vibration 0.686 (-0.139, 0.949) 0.089 

 

Table 5: Weakly correlated statistical parameters between Acoustic and  

Vibration bearing signals. 

 

Sr 

no. 
Acoustic Statistic Vibration Statistic Correlation 95% CI for ρ P-Value 

1 Mean acoustic Mean vibration 0.289 
(-0.593, 
0.856) 

0.529 

2 Crest factor acoustic Crest factor vibration 0.174 (-0.666,0.820) 0.708 

3 
Clearance factor 

acoustic 
Clearance factor 

vibration 
0.174 

(-0.666, 
0.820) 

0.709 

4 Impulse factor acoustic Impulse factor vibration 0.166 
(-0.671, 
0.817) 

0.723 

5 Shape factor acoustic Shape factor vibration 0.222 
(-0.638, 
0.835) 

0.632 

 
Table 4 represents strong correlation coefficients between the acoustic and vibration 
statistical parameters. The shape factor is dependent on the signal shape while being 
independent of the signal dimensions and is observed to have a direct relationship with the 
acoustic parameters. It should be noted that kurtosis is the common correlation statistic 
parameter between the DGBB acoustic and vibration data. Causal relationship 
understanding between the parameters is the next critical step for the strong correlations.  
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Table 5 shows the common statistics that are not correlated for vibration and acoustic data. 
Thus, it would be inappropriate to predict the nature of one statistical parameter based on 
the other. Note that the data reported in Table 5 is for up to 7000 rpm only, and further 
investigations are planned to understand the nature of DGBB at higher operating speeds. 

Conclusion 

The present manuscript describes the development of a high-speed bearing test rig to 
measure the noise and vibration response of the bearings at various speeds and loads for 
electrical vehicle applications.  Statistical data of the vibration and acoustic signal were 
calculated for the deep groove ball bearing for speeds up to 7000 rpm. Pearson linear 
correlation coefficients were utilized to assess the relationship between vibration and 
acoustic data, with the aim of better understanding the underlying physics. Additional 
research is planned to further elucidate and identify the causal relationships between the 
correlations. Knowledge of the vibro-acoustic behaviour of DGBB at high speeds is 
essential for evaluating performance and satisfying industry demands for quieter, and 
energy-efficient bearings. 
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ABSTRACT 
 

 Vibration Signature Analysis is an effective tool of a well-designed Condition 

Monitoring/Predictive Maintenance Program. It comprises of (a) Defect detection (b) 

Analysis of defect (c) Corrections needed in the system and (d) Verification of elimination 

of defect. It is also considered to be an effective tool for detecting the very onset of 

problems within machinery. It provides extensive diagnostic techniques required to analyse 

machine problems to determine both their cause and severity and thus make solid 

recommendations based on” fact” rather than “feeling” and allow the maintenance 

department to schedule such corrective measures at convenient times. 
 

The multi gear lubricating oil booster pump selected for case study has significant 

importance at the site to circulate highly viscous lubricating oil from low atmospheric 

pressure zone to high pressure area by scavenging method involving huge torque for fluid 

circulation. This case study presents the data pertaining to vibration measurements and 

analysis as well as scope of improvement in the existing noise and vibration levels. Also the 

need of implementing remedial measures recommended post vibration signature analysis.  
 

Indication of mechanical/structural looseness, eccentricity and gear mesh 

frequency associated with side bands in FFT spectrum analysis carried out on various 

similar type pumps during condition monitoring activities revealed that excessive 

clearance in the slots & the respective rubber bushings inside flexible coupling has been 

one of the factor for excessive vibrations. Also, provisioning of wire mesh at the connection 

between suction pipe and port of the pump was causing pressure pulses in the pump. 

Further, it was generating excessive noise & vibrations in the pump and frequently 

damaging other components of the pump like Main shaft keyway, Key, multiple gear teeth, 

drive shaft and coupling between pump/motor.   

 

Recommended remedial measures: (i) Manufacturing & fitment of rubber bushings as per 

designed specifications (ii) Removal of wire mesh between pump suction port & suction 

pipe (iii) Provision of bellows on suction & discharge pipes to arrest hydraulic pressure 

pulses. 
 

Results: Noise & Vibration Levels of the pump have been reduced. 
 

Key words: Multiyear lubricating oil booster pump, FFT spectrum, Hydraulic pressure 

pulses, Flexible coupling. 

 

Conclusion: Defect of excessive vibrations on an external gear pump has been effectively 

identified and rectified through condition monitoring tool i.e. vibration measurement and 

analysis. 
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Introduction 

Rapid acceptance of technological advancements in worldwide engineering 
applications made us to think and appl
vibrations associated with noise have strategic importance to make closer 
interpretations/assumptions about machinery defects. 

 
 Some of the exemplary procedures of condition monitoring to avoid excessive n
and vibrations of any type of engineering machines are elaborated as under [3].
(a) Mount equipment/machines on rigid and solid foundations, which do not permit it 
to vibrate. Make certain that foundation bolts are kept tight. 
(b) If equipment/machine vibrat
changed by use of such devices as dynamic dampers, rubber or plastic bumpers, flexible 
mountings and coupling or resilient flooring.
(c) Make certain that the piping are firmly secured enough & flexible one to p
pressure pulsing.  
(d) Locate noisy activities, such as individual noisy machines in sound absorbing 
enclosures, or provide barriers between such activities and other locations where personnel 
are present.   
 
External Gear Pump                          

The External Gear Pump and its internal components (Fig. 1, 2, 3) has been 
commonly used for pumping lubricating oil or fluids with generally higher viscosity than 
that of water. The rigid design of the gears and ho
the ability to pump highly viscous fluids.

            
Fig. 1 Sectional View                  

Working principle 

This pump is simple 
transferred from inlet port to outlet port around the outside of gears, and the displacement 
of the fluid is accomplished by two meshing gears rotating against each other (see 

 

 
Gear teeth routinely carry the fluid at a periodic interval that causes the flow rate 

and pressure in the intake and discharge to vary periodically and these variations are 
referred to as flow and pressure ripples. When two ge
form a closed cavity which separates suction side and discharge side known as the trapped 

     Suction side 
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Rapid acceptance of technological advancements in worldwide engineering 
applications made us to think and apply it in our routine life. On majority occasions, 
vibrations associated with noise have strategic importance to make closer 
interpretations/assumptions about machinery defects.  

Some of the exemplary procedures of condition monitoring to avoid excessive n
and vibrations of any type of engineering machines are elaborated as under [3].

Mount equipment/machines on rigid and solid foundations, which do not permit it 
to vibrate. Make certain that foundation bolts are kept tight.  

If equipment/machine vibrates, determine whether its characteristics can be 
changed by use of such devices as dynamic dampers, rubber or plastic bumpers, flexible 
mountings and coupling or resilient flooring. 

Make certain that the piping are firmly secured enough & flexible one to p

Locate noisy activities, such as individual noisy machines in sound absorbing 
enclosures, or provide barriers between such activities and other locations where personnel 

External Gear Pump                                                                   

The External Gear Pump and its internal components (Fig. 1, 2, 3) has been 
commonly used for pumping lubricating oil or fluids with generally higher viscosity than 
that of water. The rigid design of the gears and housing allows for very high pressure and 
the ability to pump highly viscous fluids. 

                            
                 Fig. 2 Gears inside pump            Fig. 3 Shaft inside gears

 

This pump is simple in its operating principle, as the gears rotate, the fluid is 
transferred from inlet port to outlet port around the outside of gears, and the displacement 
of the fluid is accomplished by two meshing gears rotating against each other (see 

 
Fig. 4 Principle of operation 

Gear teeth routinely carry the fluid at a periodic interval that causes the flow rate 
and pressure in the intake and discharge to vary periodically and these variations are 
referred to as flow and pressure ripples. When two gears meshing with each other, it will 
form a closed cavity which separates suction side and discharge side known as the trapped 

Pressure side
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Rapid acceptance of technological advancements in worldwide engineering 
y it in our routine life. On majority occasions, 

vibrations associated with noise have strategic importance to make closer 

Some of the exemplary procedures of condition monitoring to avoid excessive noise 
and vibrations of any type of engineering machines are elaborated as under [3]. 

Mount equipment/machines on rigid and solid foundations, which do not permit it 

es, determine whether its characteristics can be 
changed by use of such devices as dynamic dampers, rubber or plastic bumpers, flexible 

Make certain that the piping are firmly secured enough & flexible one to prevent 

Locate noisy activities, such as individual noisy machines in sound absorbing 
enclosures, or provide barriers between such activities and other locations where personnel 

The External Gear Pump and its internal components (Fig. 1, 2, 3) has been 
commonly used for pumping lubricating oil or fluids with generally higher viscosity than 

using allows for very high pressure and 

 
Fig. 3 Shaft inside gears 

in its operating principle, as the gears rotate, the fluid is 
transferred from inlet port to outlet port around the outside of gears, and the displacement 
of the fluid is accomplished by two meshing gears rotating against each other (see Fig. 4).  

Gear teeth routinely carry the fluid at a periodic interval that causes the flow rate 
and pressure in the intake and discharge to vary periodically and these variations are 

ars meshing with each other, it will 
form a closed cavity which separates suction side and discharge side known as the trapped 

Pressure side 
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volume. The trapped volume of fluid with rapid changes results in the generation of 
pressures above and below the inlet and discharge pressures.  
 
Probable causes of excessive noise/vibrations in the pump 

Two main sources of excessive noise are hydraulic pressure pulsation and 
inadequate gear meshing.  These can lead to high loading of the gears and excessive 
mechanical losses cause huge vibrations/noise affecting the stationary and stresses in the 
pump. Therefore, meshing actions make a significant contribution to pressure and flow 
ripples that are critical dynamics affecting system’s lifetime performance. Generally, gears 
can dig their relief grooves on the side plates or wear plates to reduce the localized pressure 
spikes and fluid cavitation in the meshing volumes [3]. 
 

Meanwhile, the periodic variation of gear meshing forces can produce pressure 
ripples. These pumps almost always have a strong vibration component at the tooth mesh 
frequency i.e. the number of teeth on the gear times the RPM. Generally, the amplitude of 
vibrations at higher orders of the gear mesh frequency normally starts to diminish if no gear 
impact is present. This will be highly dependent on the output pressure of the pump. If the 
tooth mesh frequency changes significantly (in comparison with any previous reading) – 
i.e. if there is a sudden appearance of harmonics or sidebands in the vibration spectrum–
this could indicate a cracked or otherwise damaged tooth and flexible coupling. The high 
vibration in the gear pump, specifically at the gear mesh frequency with the presence of a 
side band, is normally an indication that the generated harmonic torque is greater than the 
mean torque. The amount of backlash - clearance between the meshing teeth – will have a 
high influence on the vibration level and its severity. 

 

 
 

Fig. 5 Isolated soundproof compartment 

 

General observations 

 As per the guidelines of ISO: 10816 Standards, Pump was mounted on rigid 
foundation [without use of anti-vibration mounts (AVMs)] inside an isolated soundproof 
compartment (Fig. 5). Metallic rigid pipings found connected to suction and discharge 
sides (Fig. 6). Suction & discharge pipings found without dampers to arrest hydraulic 
pressure ripples.   
 

 
 

Fig. 6 Assembly on rigid test bed 
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Calculated Gear Mesh Frequencies (GMF) -1524 Hz, 382 Hz 
 
RPM        - 2900 to 2950 

Power of attached motor - 50 to 55 Kw 

Gears are hollow with an internal shaft (Fig. 4) provided with teeth  
 

Initial investigation  

Findings of noise & vibration measurements (Table 1) undertaken with identical 
conditions are appended below.    Measurements at six locations on the pump (horizontal, 
vertical & axial direction of drive and non-drive side) and six locations on the motor 
(horizontal, vertical & axial direction of drive and non-drive side) have been undertaken. 
These measurements were carried out to establish vibration amplitude and determine 
dominant frequencies, pump general operating characteristics and current condition and its 
acceptability.  

 
Locally made rubber bushings have been used inside the flexible coupling used 

between Motor & Pump. Wire mesh provided between suction port & suction pipe causing 
disturbance to the oil flow (being gravitational feed) resulted in variation of suction 
pressure. Suction & Discharge pipes have been rigidly attached with the pump without 
vibration dampers. 

 

                          
                                         

Effect of excessive vibration 

 

FFT Spectrum Analysis 

 

(i) All the gear mesh frequencies appearing in the FFT Spectrum are associated with 
side bands indicates backlash between meshing gear teeth which has been the effect of 
hydraulic pressure ripples generated due to absence of dampers to the suction and discharge 
pipes as well as wire mesh provided between suction port & pipe. 
 
(ii) FFT Spectrum pertaining to axial direction of pump drive end shows the pattern of 
structural looseness/looseness inside the coupling which has been caused due to excessive 
clearance generated between the slots and the surface of locally made rubber bushings 
provided inside flexible coupling. 
 

 

Damaged/broken 
gear teeth 
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Probable defects & recommended remedial measures post vibration signature 

analysis 
 

S. No Observed Defects 

1. Excessive Vibration on 
Pump due to Hydraulic Oil 
Pressure ripples/pulsations

2. Excessive wear & tear of 
gear teeth / coupling 

3. Abrupt changes in the 
geometry of suction & 
discharge pipings due to 
multiple welded joints

 

Implementing recommended remedial measures

 

Provision of metallic spring bellows (dampers) on suction & discharge pipes to arrest 
hydraulic pressure pulses (Fig. 7).
coupling as per design (Fig. 8)    

           

                                       
                             

Fig. 7 Provision of suitable dampers

 
Removal of wire mesh between pump suction port & suction pipe (Fig. 
 
 
 
 
 
 
 

Fig. 8 Rubber bushings as per design    
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Probable defects & recommended remedial measures post vibration signature 

Recommended remedial measures 
 

Excessive Vibration on 
Pump due to Hydraulic Oil 
Pressure ripples/pulsations 

Removal of wire mesh between pump suction port & 
suction pipe to maintain smooth gravitational feed

Excessive wear & tear of Provision of accurately designed rubber bushings 
inside flexible coupling 

Abrupt changes in the 
geometry of suction & 
discharge pipings due to 
multiple welded joints 

Suitable metallic dampers to be manufactured and 
provided to suction & discharge pipings to arrest 
pressure ripples/pulsations 

Implementing recommended remedial measures 

Provision of metallic spring bellows (dampers) on suction & discharge pipes to arrest 
hydraulic pressure pulses (Fig. 7).  Manufacturing & fitment of new rubber bushings inside the 

 

      

Fig. 7 Provision of suitable dampers 

Removal of wire mesh between pump suction port & suction pipe (Fig. 9). 

 

 

 

 
 

   
 

ig. 8 Rubber bushings as per design      Fig. 9 Wire mesh between suction port & pipe
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Probable defects & recommended remedial measures post vibration signature 

Removal of wire mesh between pump suction port & 
suction pipe to maintain smooth gravitational feed 

Provision of accurately designed rubber bushings 

Suitable metallic dampers to be manufactured and 
& discharge pipings to arrest 

Provision of metallic spring bellows (dampers) on suction & discharge pipes to arrest 
w rubber bushings inside the 

 

Fig. 9 Wire mesh between suction port & pipe 
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Table 1: NOISE & VIBRATION MEASUREMENTS ON EXTERNAL GEAR PUMP 

 

Date 

Vibration velocity (RMS) in mm/s 
Noise 
in dB 

(A) 

Defects revealed post 
vibration analysis Motor NDE Motor DE Pump DE Pump NDE 

H V A H V A H V A H V A 

DATA RECORDED WHILE MACHINE INSTALLED ON RIGID FOUNDATION 

07.04.16 5.35 6.63 3.52 5.30 4.41 6.95 22.1 12.7 12.6 10.3 8.12 5.43 106.6 
Hydraulic Pressure 
pulsations, Excessive 
backlash, Loose coupling 

28.04.16 2.42 2.62 2.12 3.22 3.21 3.12 23.4 14.1 5.91 11.7 7.67 5.56 109.0 
Hydraulic Pressure 
pulsations, Excessive 
backlash, Loose coupling 

03.01.17 3.29 6.62 5.24 7.56 5.12 6.75 26.6 13.4 7.14 13.0 11.5 10.9 106.0 
Hydraulic Pressure 
pulsations, Wear/tear of 
gear teeth, Excessive 
backlash, Loose coupling 

23.01.17 4.12 2.95 2.91 5.06 3.51 3.20 31.2 6.49 7.99 26.1 12.1 5.46 110.5 
Hydraulic Pressure 
pulsations Wear/tear of gear 
teeth, Excessive backlash, 
Loose coupling 

07.03.18 6.92 4.51 2.75 3.71 4.73 2.35 23.8 13.6 8.93 27.5 14.6 9.61 109.8 
Hydraulic Pressure 
pulsations Wear/tear of gear 
teeth, Excessive backlash, 
Loose coupling 

10.04.18 2.31 4.73 4.85 2.93 2.64 4.24 17.0 18.2 14.6 22.9 18.8 6.24 109.8 
Hydraulic Pressure 
pulsations Wear/tear of gear 
teeth, Excessive backlash, 
Loose coupling 

RESULTS POST IMPLEMENTING RECOMMENDED REMEDIAL MEASURES 

03.10.20 1.82 1.39 1.39 1.37 1.88 1.40 2.45 1.88 2.61 7.29 2.77 1.82 100.2 -- 

03.10.20 2.24 1.60 1.80 2.03 1.33 1.15 6.13 3.42 1.94 6.79 4.42 0.96 103.9 -- 

 

 

FFT SPECTRUMS - PRIOR IMPLEMENTING REMEDIAL MEASURES 

 
 

 
 

Horizontal direction of pump drive end 
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FFT SPECTRUMS - POST IMPLEMENTING REMEDIAL MEASURES 
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Conclusion 

 

Through FFT spectrum analysis, it has been observed that Gear Mesh Frequencies 
with side bands which indicates the presence of defects has been completely disappeared 
post implementation of recommended remedial measures. Thus, it can be concluded that 
root cause of excessive vibrations on an external gear pump has been effectively identified 
and rectified through condition monitoring tool i.e. vibration measurements and analysis. 
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reduce rotor system complexity in small gas turbines. They help in reducing maintenance 
cost and increases efficiency of the shaft system of the engine [1].These bearings are being 
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Figure 2 Gas lubricated foil bearing of
inner diameter 20 mm, developed in CSIR
and commercialized. 

The front view of the first generation foil bearings is shown in 
encircling foil (supported by the bump foil) surrounds the shaft. The corrugated bump foil 
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Abstract 

In this work, the performance of a rigid shaft supported on defective gas lubrica

bearings is analyzed using an in-house developed mathematical model based on first

principles. A validated in house fluid film solver based on pseudo-spectral method is 

integrated with an improved finite element based structural model of the gas l

bearing. By selectively weakening the elements of the foil bearing in the high load region, 

the failure of the bump foil support structure is simulated. By concurrently solving the fluid 

film and the structural model, the increase in film thickness and the decrease in load 

capacity of the bearing is quantified. If the same load is applied on the bearing after failure 

of the bump foils, the shaft attains a new steady state at a higher eccentricity. This new 

eccentricity can  be measured using air gap sensors and thus the failure of the bump foil of 

the gas lubricated bearing can be detected online using eccentricity measurements from air 

Gas foil bearings (shown in Figure 2) are simple in their construction and hence 
reduce rotor system complexity in small gas turbines. They help in reducing maintenance 
cost and increases efficiency of the shaft system of the engine [1].These bearings are being 
used in air cycle machines and have shown high reliability in aircraft environmental control 
system applications[2]. Gas foil bearings are typically classified into 3 generations based 
on the variation of the stiffness. The first generation foil bearings have constant stiffness in 

ential and axial directions and are most mature.  
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inner diameter 20 mm, developed in CSIR-NAL   

Figure 3 Schematic of the foil
Bearing, showing concentric 
location of shaft with exaggerated 
clearance between shaft and 
encircling foil. 
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by the bump foil) surrounds the shaft. The corrugated bump foil 
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forms the flexible backing foundation to the encircling foil. In practice, the bearing 
diameter is often designed to have very small clearance or interference fit with the 
encircling foil. When the shaft rotates, due to viscous action, the shaft drags air into the 
converging space between encircling foil and the shaft. This leads to positive gauge 
pressure being developed in the converging portion. Upon reaching the ‘‘lift
pressure developed will be sufficient to form a continuous layer of air film between the 
journal and bearing inner surface and completely separates them apart. Though in 
the shaft is shown to be at the center of
shown in Figure 4. The occurrence of this ‘‘lift
reduction in the torque required to drive the rotor. 

Several simulation approaches exist to model these first generation gas foil 
bearings. Simulation of the foil bearings involve simultaneous solving of the structural 
deformation of the encircling foil, bump foil and the pressure distribution of the gas film 
surrounding the shaft, inside the encircling foil. In this work, a validated simulation 
model([4] and [6]) for the compliant film gas lubricated foil bearing is used. The previously 
validated ([4] and [6]) simulation model uses a simplified structural model based on the 
compliance factor of the bump foil of the bearing. Only this structural model is replaced in 
this work with a finite element based structural model so that the bump foil can be 
artificially weakened at a particular angle to simulate the damaged bump. The eff
damaged bump in the steady state location of the shaft is then studied using the combined 
structural and fluid film simulation model. 

The paper is organized as follows: In the next section, a brief overview of the fluid 
film simulation model and the conventional structural model is given. The conventional 
structural model is based on the compliance factor of the foil bearing. Next, the finite 
element based structural model is presented in detail. The equivalent finite element based 
structural model is then used with the fluid film model to obtain the steady state location of 
the shaft. Then, the finite element model is modified to simulate a damaged bump foil and 
the effect of the damage in the bump foil on the steady state location of the shaft
obtained from the combined structural and fluid film simulation model.

Figure 4 Schematic of the foil Bearing, showing eccentric location of shaft inside the 

encircling foil. 

Simulation model of the gas foil bearing

The objective of the simulation model of the gas foil bearing is to provide the 
distribution of pressure and gap clearance around the rotating shaft. The simulation model 
simultaneously solves the flexible structural model and the fluid film equation to obta
pressure distribution and the clearance distribution. By integrating the pressure distribution, 
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the net force on the shaft is found. This net force from the pressure distribution supports the 
shaft weight at the running condition using a purely vertical force at the correct attitude 
angle. The steady state location of the shaft is the attitude angle and eccentricity at which 
the integrated net force is equal to the shaft weight, without any horizontal component. 

Fluid model of the gas foil bearing 

The pressure distribution of the fluid between the encircling foil and shaft surface is 
solved for a given surface speed and clearance distribution using the compressible 
Reynolds equation. The compressible Reynolds equation contains mainly 4 terms: 
tangential pressure diffusion, axial pressure diffusion, pumping effect due to shaft 
oscillation and wedge effect due to surface speed of the shaft. The tangential diffusion term 

is given by
223 45ℎ* 27238, where p is the non-dimensional pressure in encircling film, x is the 

tangential co-ordinate along the bearing and h is distribution of clearance around the shaft. 

Axial diffusion is given by
�9: ;< =� 22> 45ℎ* 272>8, in which y is the axial co-ordinate and 

L/D is length to diameter ratio of the bearing. The wedge effect of the bearing is given by ?@ABC�7D 223 (5ℎ). C is the distribution of clearance around the shaft, U is the surface speed of 

the shaft, R is the radius of shaft and �denotes viscosity of air. The pumping term includes 

the time history of pressure and is given by 
��BE�C�7D 22F (5ℎ).	The complete Reynolds equation 

is given by  HH� I5ℎ* H5H�J + 19L M< =� HH/ I5ℎ* H5H/J = 	6O&�P�5Q
HH� (5ℎ) +		12�R�P�5Q

HHS (5ℎ). 
This compressible Reynolds equation is solved using finite difference method, finite 

volume method or pseudo spectral methods over a rectangular grid. The rectangular grid is 
basically the unwrapped encircling foil, ignoring the curvature of the bearing. The 
curvature of the bearing is ignored as it is too small compared to the clearance of the 
bearing. This solution process using pseudo spectral methods, finite volume method and 
finite difference method and their validation are given in detail in references [4] and [6] and 
hence not repeated here for brevity. 

Conventional structural model of the gas foil bearing 

The simplified structural model (from [3]) gives the distribution of the clearance ℎTaround the shaft in the bearing. The fluid of the gas foil bearing occupies this clearance 
space around the shaft.  This clearance distribution depends on the eccentricity and attitude 
angle of the shaft (U), initial clearance H and the deflection of the top foil and is given by ℎT = V + W cos([ − \) + ]�(5̅ − 5Q) 

In the above equation, p` is the ambient pressure and 5̅ is the local pressure at the 
grid point. k� denotes the structural compliance of the foil structure. This compliance is 
less for a stiff structure. For journal bearings with rigid structure, this ]� becomes zero. The 
above clearance expression is non-dimensionalsed using the initial clearance H using the 

relation ℎ = 	 bcd and	e = 	 fd. This non dimensional clearance distribution is given by 

ℎ = 1 + e cos([ − \) + ]�V (5̅ − 5Q) 
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The non-dimensional deflection of the top foil as a function of local non-
dimensional pressure is then given in terms of its compliance factor (g)as  ℎ = 1 + e cos([ − \) + g(5 − 1) 

where e is the eccentricity ratio of the shaft in the encircling foil, and 5 = 	 7̅7D. The 

compliance factor (g) is obtained from the geometry of the bump foil arch profile using 
Euler’s beam equation as  g = h5QiV 4 jFk��(�lm�)nok8p 

 

In the above expression, qris the half length of the bump, s is the pitch of the bump, 
E is the Young’s modulus of the material of the bump, sis the Poisson’s ratio and t is the 
thickness of the bump foil. These parameters are shown in the image Figure 5, which 
shows a single bump of the bump foil bearing. The numerical values of the parameters of 
the gas foil bearing used in this work are given in Table 4. 

Using the parameters given in Table 4, the steady state eccentricity and attitude 
angle are computed for the shaft weight of 25N. The result of the simulation model is 
shown in Figure 6. In this figure, the non dimensional pressure distribution is shown as a 
red circle and the shaft is shown as the black filled circle. The unfilled black circle 
represents the ambient pressure in the bearing. When the red line is outside the black 
unfilled circle, it indicates a region of above ambient pressure. When the red line is inside 
the black unfilled circle, it indicates below ambient pressure, which may not occur in 
practice due to foil lift off condition.  

The maximum non dimensional pressure seen in the converging portion of the 
wedge is  1.13, which gives a maximum absolute pressure of 1.144 bar. The red arrow 
shows the resultant direction of integrating the pressures over the encircling foil. The 
resultant force is pointing vertically upwards, showing that the pressure distribution 
supports the weight of 25N without any horizontal destabilizing component. The pressure 
distribution and clearance distribution as a function of the circumferential angle is shown in 
figures Figure 7 and     Figure 8. This pressure distribution is used as loading functions for 
the next finite element based structural model.  

 

 

 

 

 

 

 

 

Figure 5 Parameter names of one bump of the bump foil bearing for the structural model 
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Table 4 Parameters of the gas foil bearing used for simulation model 

Bearing length 38.1 mm 

Radius of shaft 19.05 mm 

Bump foil thickness 0.101 mm 

Bump pitch 4.57 mm 

Bump length 3.55 mm 

Young’s modulus 200 GPa 

Poisson’s ratio 0.31 

Eccentricity ratio 0.79 (initial) 

Compliance factor 0.4 

Bearing number (Gamma) 0.483 

Concentric clearance 50 microns 

RPM  30000 RPM 
 

 

 

 

Figure 6 Results of simulation model for a shaft 
weight of 25N, showing attitude angle (\) of 52.9 
degrees and eccentricity ratio (e) of 0.289. 

Figure 7 Resultant pressure distribution as a 
function of circumferential angle, used to apply 
load to the finite element model. Zero reference 
is from vertically upward direction. 

 

 

Figure 8 Resultant clearance distribution as a function of circumferential angle, used to obtain 
the equivalent “AE” value of the stiffness matrix of the finite element model. Zero reference is 
from vertically upward direction. 
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Finite element model of the structure of gas foil bearing 

In this work, in addition to the above described simplified structural model 
approach, the deformation of the bump foil is also modeled using the finite element 
method. The FE model is given in detail as it is the novel contribution of this paper. It is to 
be noted that the combination of the pseudo-spectral method based fluid film solver and 
compliance factor based structural model has already been validated in references [4] and 
[6]. In this work, only the structural model is replaced with the FE model, ensuring that the 
resultant validated pressure distributions are unchanged. 

This model made of truss members is required so that certain truss members can be 

weakened to simulate the damaged bumps whose contribution to the stiffness of the overall 
bump foil backup structure is reduced. In this method, the bump foil is treated as a network 
of inter connected truss members as shown in Error! Reference source not found.. In this 
figure, the red circle indicates the outer radius of the bump foil and the black circle 
indicates the encircling foil of the shaft. The element numbers are given in the Error! 

Reference source not found., showing the location of the elements 42,16,43 and 17 in the 
high pressure region of the fluid film. 

                    

Figure 10 Finite element model of the  
bump foil structure with 26 inner  
surface nodes. The numbers indicate the  
node numbers on the inner and outer surface 

 

The load to be applied on the node points of the finite element model is calculated by 
assuming that the midplane pressure distribution extends to the full 38mm axial length of 
the bearing. The same pressure from the node is also assumed to be exerted over the 4.6mm 
circumferential arc length that each of the 26 nodes represents over the full circumference 
of 119mm. By applying the uniform nodal pressure to the area of the rectangle 38mm in 
length and 4.6mm in width, the exerted force on the node of the FE model is computed and 
plotted in Figure 11. The force applied on each node on the inner radius is plotted in Figure 
12. The forces are then plotted on the inner surface node in Figure 13to show the regions 
where the elements are under compression and the region where the truss elements are 
under tension. Load values in red show that the elements are in compression and the 
clearance increases due to pressure. The blue values show that the elements are in tension 
due to below ambient pressure and the clearance decreases due to encircling foil lift off. 
Upon application of the load, the exaggerated deformed shape is shown in Figure 14on the 
nodes plot. The triangular trusses have been compressed in the regions where there is above 
ambient pressure and have hence dipped below the blue circle. In regions of below ambient 
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Figure 9 Finite element model 

of the bump foil structure 

showing the element numbers.   
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pressure, the truss vertices have come towards the centre, proud of the blue circle, showing 
the reduction in clearance clearly.  

 

 

Figure 11 Force to be applied on the FE model 
as a function of angle, obtained from the 
midplane pressure distribution. Zero reference is 
from vertically upward direction. 

Figure 12 Force to be applied at the 26 inner 
nodes of the FE model, obtained from the 
midplane pressure distribution.  Node numbers 
referenced from Error! Reference source not 

found.. 

 

 
 

Figure 13 Force to be applied at the 26 inner 
nodes of the FE model, obtained from the 
midplane pressure distribution. Node numbers 
are not shown in the inner surface for clarity 

Figure 14 Deformed shape (exaggerated: red) 
shown superimposed on the un-deformed bump 
foil grid (blue) Node numbers are shown on 
inner and outer surfaces. 

 

After getting the correct deflected shape for a given pressure distribution, the conventional 

compliance factor based film thickness estimation function is replaced with the FE based 

film thickness estimation function. This comparison is shown in Figure 15, where in the 

area of the truss elements in the FE model have been tuned to give close approximation of 

the compliance factor based film thickness estimation function. The pressure distribution 

computed using the FE based structural model agrees very well with the conventional 

structural model based pressure distribution. This close agreement is shown in Figure 16. 
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Figure 15  Comparison the compliance factor based film thickness estimation code output 

with the FE method based film thickness estimation. 

 

  

Figure 16 Comparison the pressure distribution 
from compliance factor based film thickness 
estimation code with the pressure distribution 
from FE method based film thickness 
estimation code. 

Figure 17 Pressure distribution from FE 
method based film thickness estimation 
code after weakening of elements 
16,17,42 and 43 showing lower 
maximum pressure in the converging 
region. 

Weakening of the elements to simulate failure 

After tuning of the FE model (shown in Figure 15), some of the truss elements are 
weakened by reducing the AE/L value of the truss element to one fifth of their original 
value, there by simulating the failure of one of the bumps in the high load region. This 
weakened truss element changes the film thickness distribution by deflecting more for a 
given pressure load. This higher film thickness affects the development of the above 
ambient pressure distribution, thereby reducing the net positive force exerted by the film. 
This in turn changes the eccentricity at which the shaft settles down in the foil bearing. The 
shaft is forced to go to a higher eccentricity in order to generate sufficient above ambient 
pressure with the weakened bump foil giving higher film thickness. Thus, by measuring the 
changed eccentricity of the steady state location of the shaft online using air gap sensors, it 
is thus possible to detect the failure of the bump foil bearing. 
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Results 

The axial stiffness of the truss element numbers 16, 17, 42 and 43 are reduced to 
one fifth of their initial values. This simulates the failure of the bump foils in the high 
pressure high load region of the foil bearing. Due to this, the pressure distribution and the 
film thickness distribution changes in the high pressure region. Originally, the vertical non 
dimensional force coefficient from FE model when all elements were in ideal condition is 
Fy=0.3318. Multiplying by the ambient pressure and the projected area of the bearing, this 
gives us a vertical force of 24.4N, which is close to the load capacity (25N) of the bearing 
in this condition. After weakening of the elements 16,17,42 and 43, the vertical non 
dimensional force coefficient becomes 0.3155. Again, converting to force, we get 23.3N. 
This shows a 4.5% reduction in the load capacity of the bearing. This reduction in load 
capacity can also be seen in the pressure distribution shown in Figure 17. In this figure, the 
reduction in the peak pressure of the foil bearing is clearly seen due to the weakening of the 
bump foil in the high pressure region of the fluid film. In order to still support the original 
shaft weight of 24.4N, the shaft needs to go to a higher eccentricity of 0.31 compared to the 
original eccentricity of 0.289. This higher eccentricity is required so that sufficient above 
ambient pressure may be developed in spite of the weakened bumps increasing the foil 
deflection and film thickness. 

Conclusion 

 In this work, the conventional compliance factor based bump foil model has been 
replaced with a FE based bump foil model thereby enabling us to simulate the weakening 
of the individual bumps in the high load region of the bump foil bearing. The weakening of 
the bump foil increases the foil deflection and gap clearance. This in turn decreases the 
peak positive gauge pressure, thereby reducing the load capacity of the bearing. If the same 
shaft load is applied on the bearing, the shaft settles at a higher eccentricity compared to the 
healthy bearing. This measurable change in shaft eccentricity enables us to monitor the 
health of the bump foil bearing. 
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Abstract 

Variable frequency driven (VFD) Air Fin Cooler (AFC) fans are increasingly being used in 

refineries to control process temperatures by varying airflow. Because VFDs operate at 

different RPMs, some of the system's forcing frequencies may interfere with the natural 

frequency of the fan blade, resulting in resonance and increased vibrations. 

 

The 3 stage centrifugal air compressors are critical rotary equipment which cater to entire 

requirement of refinery instrumentation air and plant air. Being critical equipment various 

parameters corresponding to compressors are monitored and these parameters have both 

alarm and trip values. Among those parameters are LVT (Low speed vibrations) and HVT 

(High speed vibrations) which indicate vibrations of the compressor during service. When 

equipment is stopped for maintenance, these compressor exhibit peculiar behaviour of 

increase in LVT & HVT Vibrations. 

 

The various maintenance strategies used to address the aforementioned problems are 

discussed in this paper. 

 

1.0 Introduction 

The 3- stage centrifugal air compressors are critical rotary equipment which cater to entire 
requirement of refinery instrumentation air and plant air. The compressor which is 
considered in this case study is Elliot make PAP plus, Model DA3 compressor.The first 
and second stage impellers are mounted on the low speed pinion, the third stage impeller is 
mounted on the high speed pinion. The impellers are housed in scroll type casings. Both 
pinions are driven by one gear. The gear and pinions are helical design and are housed in a 
horizontally split gear case.  

 

Fig 1: Elliot make air compressor 
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1.1 Principle of Compressor Operation 

Filtered air controlled by an automatically operated inlet valve enters compressor’s first 
stage, where it undergoes initial compression then it enters into 1st stage intercooler from 
there it enters compressor’s second stage undergoes compression then it enters into 2nd 
stage intercooler and finally it enters into compressor’s third stage there air is compressed 
to final discharge pressure before passing into plant air system. 

1.2 Monitoring of Compressor parameters 

Centrifugal compressors are critical rotary equipment and their outage reduces available 
plant and instrumentation air affecting entire refinery, so various parameters related to 
compressor are monitored so that it prevents unplanned outage and also catastrophic failure 
of the compressors. 

Some of those parameters of the compressor that are monitored are: 

1. Interstage Air Temperature (IAT) 
2. Oil Temperature (IOT) 
3. After Cooler Temperature (ACT) 
4. Oil Pressure (OPT) 
5. Low Speed Pinion Vibration (LVT) 
6. High Speed Pinion Vibration (HVT) 
7. Inboard side Temperature in Motor (IMT) 
8. Outboard side Temperature in Motor (OMT) 

All the monitored parameters have both alarm and trip values and when value of respective 
parameter reaches alarm value then alarm is displayed on the panel & in DCS and when 
that value reaches trip value and trip is enabled, compressor automatically trips protecting 
itself from catastrophic failure. 

1.3 Vibrations in the compressor and it’s causes 

It is necessary to be interested in vibration in centrifugal compressors because it has a 
major effect on the performance. Generally, increasing vibration levels indicate some kind 
of failure. It is so because excessive vibrations are the outcome of some system 
malfunction.  Below are some of the causes of Vibration: 

• Unbalance 
• Misalignment 
• Looseness 
• Bearing Issue 
• Damaged Parts etc. 

1.4 Unbalance 

Most vibration problems in compressors are related to unbalance. A high vibration level 
may be directly related to a rotational force or a translational force that is caused by an 
unbalance condition. Unbalance may be caused due to several factors but most 
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predominant factor in case of centrifugal air compressors is dust accumulation on impeller 
vanes. 

Generally centrifugal air compressors being rotating equipment are balanced and have 
certain vibration values but over a period of time dust enters inside and accumulates on 
vanes, being high speed machines even though there is small increase in mass it gets 
amplified causing large unbalanced forces and subsequently increase in the vibrations. 

1.5 Maintenance Strategy 

Whenever either LVT or HVT of the centrifugal air compressors reaches either alarm or 
trip value the maintenance strategy adopted in the refinery is to open respective stages (low 
speed or high speed) casings and carryout impeller cleaning so that dust gets cleaned and as 
a result unbalance due to additional mass of dust gets reduced and ultimately this leads to 
decrease in vibrations in the compressor. 

1.6 Case Study  

The 150KM2A (New Elliot) air compressor with design capacity of 6116 m3/hr was 
installed in MEROX unit in the year 1989. The alarm and trip values of the LVT for this 
compressor are 28.00µm and 30.48µm respectively, similarly the alarm and trip values of 
the HVT for this compressor are 22.86 µm and 30.48 µm respectively 

The LVT value of this compressor was on increasing trend and the compressor tripped on 
high LVT at 30.48 µm on 23/01/2023, then the impeller cleaning job was taken up on 
24/01/2023, first and second stage (low speed) were opened and impellers were cleaned, 
then the compressor was placed in service on 27/01/2023, it was observed that LVT values 
were reduced from 30.48µm to around 14.00µm and henceforth the LVT value of the 
compressor was in between 13.00µm to 15.00 µm till date. 

 

Fig 2: Dust accumulated on Impeller and diffuser of 150KM2A compressor 
 

1.7 Conclusion 

Centrifugal air compressors being critical rotary equipment, various parameters associated 
with them are monitored to prevent catastrophic failure of compressors. The maintenance 
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strategy adopted i.e. Impeller cleaning was found to be useful in reducing vibrations in 
compressors not only in the above case but also in many other cases in the refinery. 

2.0 Variable frequency driven (VFD) Air Fin Cooler (AFC) fans 

Variable frequency driven (VFD) Air Fin Cooler (AFC) fans are seeing ever increasing 
usage in refineries as an efficient way to control process temperatures by varying the 
airflow. By progressively ramping up the motor's speed, variable frequency drives reduce 
power peaks. The drive allows the motor to run at maximum horsepower only when 
necessary by automatically regulating motor speed. As a result, energy costs are reduced, 
and operational efficiency is raised. 

Since VFDs run at different RPM, there are chances that some of the forcing frequencies of 
the system might interfere with the natural frequency of fan blade and may result in 
resonance causing increased vibrations. 

2.1 Troubleshooting of high vibration in Variable Frequency Drive AFC fan: A case 

study. 

Recently during commissioning of one of the VFD AFC Fan (Tag no. 501-AM-111E1) in 

our new unit (CDU-IV), it was observed that the fan was tripping at high vibration. 

Multiple vibration diagnosis were carried out by the Condition Monitoring team to find out 

the root cause of high vibration. ‘Coast Down Peak Hold’ tool of AMS 2140 vibration 

analyzer was used to check for resonance during coast down of VFD motor and natural 

frequency of the fan blade was identified. It was observed that when ‘Blade Pass 

Frequency’ interferes with ‘Blade Natural Frequency’, vibrations in motor & fan observed 

to escalate. Same was verified by collecting motor and fan vibrations with handheld 

accelerometers. 

 

Following observations were noted during troubleshooting of CDU-IV AFC Fan 501-AM-

111E1: 

� Motor Coast Down Peak Hold spectrum was taken. 1st Natural Frequency=15.3 Hz 
i.e. 918 rpm. (Refer Fig. 3) 

� Also as per OEM data sheet, Fan Blade Natural Frequency= 849 RPM which is 
almost similar to our Coast down Peak Hold spectrum analysis result. However, the 
bolting and fixing of blades can cause changes in rigidity of material and thus 
natural frequency can also slightly differ from the ideal value. 

� Fan blade pass frequency varies with Fan RPM and vibration found at higher side 
when blades pass frequency pass through blade natural frequency band. 

� Fan blade pass frequency of 918 rpm corresponds to Motor RPM = 1227 rpm [ 
918/(Velocity ratio*No. of blades) = 1227 RPM ]. Here velocity ratio = 0.187 
(274/1460 =0.187); No. of blades = 4. 

� Both motor and fan vibrations were collected with handheld accelerometers. It was 
observed that both motor and fan vibrations increased in the range of 1200-1300 
RPM. Max motor vibration- 5 mm/s; Maximum fan vibration- 6.5 mm/s. 

� Beyond 1200-1300 RPM range, vibrations are less than 2 mm/s. 
� Trip limit of fan vibrations were 8 mm/s. 
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Fig 3: Coast Down Peak Hold Spectrum 
 

Following were the recommendation released by Condition Monitoring as per the 
observation: 

� Take up with OEM to make suitable modifications on Fan blade so that it’s natural 
frequency shifts beyond blade pass frequency for entire motor RPM range i.e 0-
1500 RPM. 

� Make modification on VFD so that motor skips of 1200-1300 RPM range. 

2.2 Conclusion 

This aforementioned case study discusses how VFDs can excite resonant frequencies of Fan blade. 

If the fan operating on VFD has one or more resonances in the operating speed range, these speeds 

must be ‘locked out’ so as to keep the vibrations in motor and fan within permissible limits.  
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Eliminating the Problem of Frequent Tripping of Main Reversing Mill 

Motor of Cold Rolling Mill 
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The CRM Bara complex produces Cold Rolled Coils by rolling the Hot Rolled sheets. The 

facility has a 6Hi reversing cold rolling mill which is powered a reversing motor. The 

motor rotates a gearbox which in turn rotates the work rolls. In the last major shutdown, 

both the motor and the gear box were replaced. The motor bearings are spherical sleeve 

bearings, lubricated by hydrostatic and hydrodynamic lubrication. The oil pressure & flow 

parameters are being monitored by field instruments and the logics are in place for fail 

safe operation. The shaft vibration of the bearings is being monitored by proximity probes. 

After the startup of the plant, there were instances observed when the hydrostatic oil 

pressure of drive end bearing was found as fluctuating and sometimes it reaches below its 

set limit causing the tripping of motor and hence resulted loss of production. The vibrations 

were within the limits. A vibration multichannel analyzer connected to the buffer output of 

the proximity probes along with a data logger to measure hydrostatic oil pressure & flow. 

This paper describes the method adopted based on real experience to reach at the root 

cause and the problem. The shaft centerline plots at different operating condition of the 

motor helped to identify the rotor position causing the hydrostatic pressure fluctuation. 

Accordingly corrective action was taken to eliminate the problem. 

 

Keywords: Hydrostatic Lubrication, Proximity probe, Shaft Centerline plot, Alignment 

correction. 

 

Introduction: 

 
The CRM Bara complex of Tata Steel Limited of Jamshedpur produces Cold Rolled Coils 
by rolling the Hot Rolled sheets. The facility has a 6Hi reversing cold rolling mill which is 
being powered by a reversing motor. The motor rotates a gearbox which in turn rotates the 
work rolls. Any outage /interruptions in this equipment leads to loss of production. The 
motor bearings are spherical sleeve bearings lubricated by hydrostatic and hydrodynamic 
lubrication system. The mill is the reversing mill and hence the motor changes its direction 
of rotation after each pass of rolling. As per the operational requirements, both 
hydrodynamic oil pumps and hydrostatic lubrication pumps runs continuously to maintain a 
constant lift of the journal inside the bearing. The oil pressure & flow parameters are being 
monitored by field instruments and the logics are in place for fail safe operation. The shaft 
vibration of the bearings in the motor are being monitored by proximity probes. 
 
Problem Statement: 
 
In the last major shutdown, both the motor and the gear box were replaced based on the 
Condition Based Maintenance. The gearbox and motor were installed as per the standard 
operating procedure.  
 
After the startup of the plant, there were instances observed when the hydrostatic oil 
pressure of the motor drive end bearing (Figure 1) was found fluctuating and sometimes it 
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reaches below its set limit causing the tripping of motor and hence resulted lo
production. The vibrations were measured and found within the limits.
 
The lubrication system consists of three numbers of hydrostatic oil pumps, in which one 
pump supplies oil to each bearing and one is kept stand by. Similarly, there are three pump
for hydrodynamic lubrication with same operation philosophy. 
 
Figure 1 shows the pressure & flow recorded in the motor drive end (DE) bearing and 
Figure 2 shows the pressure & flow recorded at Motor Non
during the different pass of rolling.
 

Figure 1 – Hydrostatic oil pressure and flow trend in Motor DE Bearing

Figure 2 – Hydrostatic oil pressure and flow trend in Motor NDE Bearing
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reaches below its set limit causing the tripping of motor and hence resulted loss of 

The lubrication system consists of three numbers of hydrostatic oil pumps, in which one 
pump supplies oil to each bearing and one is kept stand by. Similarly, there are three pumps 

Figure 1 shows the pressure & flow recorded in the motor drive end (DE) bearing and 
Drive end (NDE) bearing, 

 

Hydrostatic oil pressure and flow trend in Motor DE Bearing 
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Measurement & Analysis: 

 
For further analysis of the problem the construction of the bearing w
of the motor confirmed that the bearing is a plain cylindrical sleeve bearing and the 
hydrostatic oil port is located at the bottom centrally. It was then thought to monitor and 
analyze the shaft vibration (Figure 3) by a multichannel a
oil pressure at different pass of the rolling.
 
Table 1: The comparative data of Hydrostatic oil pressure correspond to vibration at 
different pass of rolling 
 

Figure 3: Shaft vibration of the motor DE 

The data collected is statically correlated and found that the Low oil Pressure of the Motor 

bearing is highly correlated 

Pass No
DE_Min Oil 

Pressure

DE_Max Oil 

Pressure

UOM Bar Bar

Pass1 7.00 22.50

Pass2 18.00 22.50

Pass3 11.00 22.50

Pass4 18.00 22.50

Pass5 12.00 22.50

Pass6 17.50 22.50
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For further analysis of the problem the construction of the bearing was studied. The OEM 
of the motor confirmed that the bearing is a plain cylindrical sleeve bearing and the 
hydrostatic oil port is located at the bottom centrally. It was then thought to monitor and 
analyze the shaft vibration (Figure 3) by a multichannel analyzer along with the hydrostatic 
oil pressure at different pass of the rolling. 

Table 1: The comparative data of Hydrostatic oil pressure correspond to vibration at 

Figure 3: Shaft vibration of the motor DE & NDE bearing from the proximity probes X &

The data collected is statically correlated and found that the Low oil Pressure of the Motor 

 with the vibration and this phenomenon is predominant in 

NDE_Min Oil 

Pressure

NDE_Max 

Oil Pressure
ViB_DEX ViB_DEY ViB_NDEX

Bar Bar Micron P-P Micron P-P Micron P-P

22.50 22.00 35.00 60.00 41.00

22.50 22.00 33.00 21.00 35.00

22.50 25.00 33.00 41.00 30.00

22.50 25.00 32.00 21.00 30.00

22.50 25.00 31.00 40.00 21.00

22.50 25.00 32.00 20.00 25.00

96 
 

as studied. The OEM 
of the motor confirmed that the bearing is a plain cylindrical sleeve bearing and the 
hydrostatic oil port is located at the bottom centrally. It was then thought to monitor and 

nalyzer along with the hydrostatic 

Table 1: The comparative data of Hydrostatic oil pressure correspond to vibration at 

 

 

rom the proximity probes X & Y 

The data collected is statically correlated and found that the Low oil Pressure of the Motor 

with the vibration and this phenomenon is predominant in 

ViB_NDEX ViB_NDEY

Micron P-P Micron P-P

21.00 21.00

10.00 21.00

21.00 18.00

18.00 21.00

20.00 18.00

18.00 21.00
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ODD pass only. Further the shaft 

studied along with the orbit plot during the even and odd pass of the rolling.

 
Figure 4: Shaft Centre line plot of drive end bearing a) During the odd pass and

The figure 4 shows the Shaft centre
shaft inside the bearing and viewed along with the orbit plots (unfiltered) under odd and 
even pass of rolling. 
 

(a)                                                                 
 

Figure 5:  Shaft centre line plot along with the orbit plot a) during the odd pass and
 

 
The observations are summarized by using the following why
that during the odd pass and due to direction of rotation, shaft is positioned off 
the hydrostatic oil drifted the shaft towards one side and the shaft is getting preloaded in Y 
direction & increased vibration in X direction.

XY-Probe 
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ODD pass only. Further the shaft centre line plot of Motor Drive end bearing has been 

studied along with the orbit plot during the even and odd pass of the rolling.

line plot of drive end bearing a) During the odd pass and
b) during the even pass. 

 
centre line plots and Figure 5 shows schematic position of the 

shaft inside the bearing and viewed along with the orbit plots (unfiltered) under odd and 

 
                                                                            (b) 

line plot along with the orbit plot a) during the odd pass and
    b) even pass of the rolling. 

The observations are summarized by using the following why-why analysis. This shows 
pass and due to direction of rotation, shaft is positioned off 

the hydrostatic oil drifted the shaft towards one side and the shaft is getting preloaded in Y 
direction & increased vibration in X direction. 

X-Probe 
Y-Probe 
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lot of Motor Drive end bearing has been 

studied along with the orbit plot during the even and odd pass of the rolling.  

 

line plot of drive end bearing a) During the odd pass and 

line plots and Figure 5 shows schematic position of the 
shaft inside the bearing and viewed along with the orbit plots (unfiltered) under odd and 

line plot along with the orbit plot a) during the odd pass and                

why analysis. This shows 
pass and due to direction of rotation, shaft is positioned off centre and 

the hydrostatic oil drifted the shaft towards one side and the shaft is getting preloaded in Y 

X-Probe 
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Figure 6: Root cause analysis of the

Corrective action & Confirmation of Effect:

To achieve the desired shaft position, it was decided to change the rotor position by re

alignment, such that, during running condition the rotor should reach at the center of the 

bearing to create enough restriction over hydrostatic oil port. This will in turn  help to 

maintain the required pressure in the hydrostatic lubrication system.

Trial 1: During the first trial the initial alignment readings checked. The correction decided 
to lower the motor shaft compared to the gearbox, by the amount, as measured vertical lift 
due to hydrostatic oil pressure. In the vertical plane the initially the offset was measured as 
+0.02 mm which is adjusted to 
measured as +0.17mm (+ indicate towards X 
indicate towards Y probe) and a trial taken.

 

 

 

 

 

Figure 7: Correction of alignment in Trial 1
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Figure 6: Root cause analysis of the problem 

Corrective action & Confirmation of Effect: 

To achieve the desired shaft position, it was decided to change the rotor position by re

alignment, such that, during running condition the rotor should reach at the center of the 

h restriction over hydrostatic oil port. This will in turn  help to 

maintain the required pressure in the hydrostatic lubrication system. 

During the first trial the initial alignment readings checked. The correction decided 
t compared to the gearbox, by the amount, as measured vertical lift 

due to hydrostatic oil pressure. In the vertical plane the initially the offset was measured as 
+0.02 mm which is adjusted to -0.12. However, in the horizontal plane the offset was 

d as +0.17mm (+ indicate towards X – probe) which is adjusted to 
indicate towards Y probe) and a trial taken. 

 

Figure 7: Correction of alignment in Trial 1 
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To achieve the desired shaft position, it was decided to change the rotor position by re-

alignment, such that, during running condition the rotor should reach at the center of the 

h restriction over hydrostatic oil port. This will in turn  help to 

During the first trial the initial alignment readings checked. The correction decided 
t compared to the gearbox, by the amount, as measured vertical lift 

due to hydrostatic oil pressure. In the vertical plane the initially the offset was measured as 
0.12. However, in the horizontal plane the offset was 

probe) which is adjusted to -0.10 mm (- 
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Result of Trial 1: The result of trial 1 was not encouraging, the hydrostatic oil

came to the level that the standby lubrication oil pump started to maintain the pressure.  

Again, the shaft centre line data was taken for further analysis.

Figure 8: Shaft centre 

Trial 2: The (-) horizontal movement resulted the shaft 

position of rotor, in the clearance circle. This condition is opposite of the desirable location. 

The motor to be moved in (+) direction within the tolerance limit so that the shaft

reaches to the optimum location. Again, the alignment of the motor was done and 

following correction was done.

 

 

 

 

 

Figure 9: Correction of alignment in Trial 2

Result of Trial 2: 

The result of the trial 2 was encouraging and the hydrostatic oi

(Figure 10). The shaft centre

journal inside the bearing. (Figure 11)
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centre line plot of Motor Drive End bearing after Trial 1

) horizontal movement resulted the shaft centre to reach at the extreme 

position of rotor, in the clearance circle. This condition is opposite of the desirable location. 

The motor to be moved in (+) direction within the tolerance limit so that the shaft

reaches to the optimum location. Again, the alignment of the motor was done and 

following correction was done. 

Figure 9: Correction of alignment in Trial 2 

The result of the trial 2 was encouraging and the hydrostatic oil pressure found improved 

centre line plot data was captured and found the position of the 

journal inside the bearing. (Figure 11) 

X-Probe Y-Probe 
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The result of trial 1 was not encouraging, the hydrostatic oil pressure 

came to the level that the standby lubrication oil pump started to maintain the pressure.  

line plot of Motor Drive End bearing after Trial 1 

to reach at the extreme 

position of rotor, in the clearance circle. This condition is opposite of the desirable location. 

The motor to be moved in (+) direction within the tolerance limit so that the shaft position 

reaches to the optimum location. Again, the alignment of the motor was done and 

l pressure found improved 

line plot data was captured and found the position of the 
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Figure 10: Hydrostatic oil pressure and flow trend in Motor DE Bearing

Figure 11: Shaft centre 

The shaft centre line plot as per Figure11 shows that the Shaft centre is being 

symmetrically placed across the centre line and one of hydrostatic pump sufficient to 

maintain the pressure. The data wa

operating smoothly without any interruption.

 

XY-Probe 
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Figure 10: Hydrostatic oil pressure and flow trend in Motor DE Bearing

ntre line plot at Motor Drive end bearing after Trial 2

The shaft centre line plot as per Figure11 shows that the Shaft centre is being 

symmetrically placed across the centre line and one of hydrostatic pump sufficient to 

maintain the pressure. The data was kept under the observation and found the plant is 

operating smoothly without any interruption. 

X-Probe X-Probe
Y-Probe 
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Figure 10: Hydrostatic oil pressure and flow trend in Motor DE Bearing 

 

line plot at Motor Drive end bearing after Trial 2 

The shaft centre line plot as per Figure11 shows that the Shaft centre is being 

symmetrically placed across the centre line and one of hydrostatic pump sufficient to 

s kept under the observation and found the plant is 

Probe 
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Conclusion: 

The protocol for the alignment is made and standardized so that such problem should not 

be repeated further. The shaft centre line plots determine the position of the journal inside 

the bearing which helped to determine the desirable location of the journal and the 

alignment correction helped to achieve the position.  
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Abstract 

Adani Dahanu Thermal Power Station (ADTPS) is one of the best power generation plants 

in the country, which commenced its commercial operations in January 1996. Recognized 

with innumerable awards, this power plant is known for its distinctive features that set it 

apart from others in terms of technological innovation, international performance, and 

sustainability for a longer period. 

This paper shares a success story out of the Implementation of Co-ordinated Condition 

Monitoring techniques at ADTPS, wherein imminent Wheel Axle bearing deterioration of 

Diesel Locomotive was diagnosed. The Condition Monitoring Techniques Noise, Vibration 

and Acceleration spectrum analysis helped in diagnosing the exact root cause of abnormity 

of knocking sound from Wheel axle & detected early detoriation of the bearings at notch 04 

speed during no-load condition & thus avoided secondary damage to Loco wheels, 

Traction Motor & associated Gear drive and other major benefit includes prevention of 

downtime, avoidance of major repair or replacement costs and reliability of Unit.  

Case study has clearly demonstrated the importance of Vibration Monitoring & FFT 

analysis that has saved the plant from huge losses in terms of demurrage risk and coal 

availability for electricity generation, unplanned breakdown time and associated 

maintenance & spares costs. 

Key Words: Vibration & Acceleration Monitoring, FFT Analysis. 

 

Case 1: Detection of Locomotive wheel axle bearing deterioration 

 

Following is success story of the Implementation of Condition Monitoring techniques at 
ADTPS, wherein imminent Wheel Axle bearing deterioration of Diesel Locomotive was 
diagnosed. 

1.1 Pre - Maintenance History: 

1. On 10.10.2021, during routine operation, Loco Pilot reported to Auto base Maintenance 
team regarding abnormal sound from left bearing of first axle below driver cabin 

2. After the initial checks, on 11.10.2021, Condition Monitoring team was consulted for 
the issue & checked feasibility for safe vibration data collection to pinpoint the defect 

3. Then, offline data collected for all the wheel axle bearing at notch 04 speed & observed 
that while facing towards North direction, first axle left & right bearing (below operator 
cabin) Vibration & acceleration value was maintaining on higher side @ 15 mm/sec 
(RMS) & 6.3 g (Peak) respectively.(Refer figure 1) 
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Figure 1: Initial Data collection 

 
4. High Acceleration spectrum analysis revealed that early bearing detoriation is in 

progress. 
5. Other wheel axle bearing vibration found @ 5 to 6 mm/sec with stable acceleration 

value @ 1.5 to 2.0 g respectively and no deviations noticed for online vibration of 
Diesel Engine & Alternator. 

6. All above points discussed in plant HOD meeting&observing high noise, vibration & 
acceleration value, decided to stop LOCO operations for replacement of wheel axle. 

7. The detail diagnosis analysis was carried out as follows 

 
1.2  Vibration Diagnosis:  

 

Acceleration spectrum (Refer figure 2) analysis revealed that there is increase in higher 

frequencies and the contribution of Non- Synchronous Energy (Any vibration that is 

greater than the 1x frequency but is not a whole number multiple of it) is at higher side 

which confirms bearing defects 
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Figure 2: Acceleration Spectrum of Wheel Axle Bearing (LHS & RHS) 
 

Acceleration spectrum (Refer figure 2) analysis revealed that there is increase in higher 
frequencies and the contribution of Non- Synchronous Energy (Any vibration that is 
greater than the 1x frequency but is not a whole number multiple of it) is at higher side 
which confirms bearing defects. 

Table1: Fault Identification chart 

 
 

The high frequencies are got excited. These high frequencies happen to be the bearing 
defect frequencies. (Refer Table 1).Thus, it was confirmed that front wheel axle bearing 
deterioration is in progress. 
 
Decided to go for replacement of all wheel axles (Total 04 nos.). 

 
1.3 Maintenance work carried out: 

1. Loco-02 was towed to the maintenance bay with the help of Loco-01. 
2. Ensured locking all the wheels with wedges. 
3. The upper carriage was lifted by EOT crane by following all safety norms . 
4. Traction Motor connections and pneumatic connections removed. 
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5. Traction Motors and accessories removed, and bogies lifted. 
6. Old wheel and axle assemblies removed. 
7. Through inspection & testing of all Traction Motor, driver gear carried out & no 

abnormality noticed. 
8. All Bearing carriers and shell bearing cleaning ensured,and inspection done. Found ok. 
9. All New wheel installed, and axle assemblies cleaned, and bogies mounted back.(Refer 

figure 3) 
 

 
Figure 3: Maintenance work execution 

 
10. All Traction Motors mounted on respective axles, and accessories fitted. 
11. Upper carriage fitted and Loco trial taken at notch 04 speed & all Vibration, 

Acceleration, Noise found within limit.(Refer figure 4). 
 
 

 
 

 

 

 

 

 

 

 

 

 

Figure 4: Post Maintenance data collection 

 

12. Also, all online vibration of Diesel Engine & Alternator recorded normal. 
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1.4 Post Maintenance Vibration readings 

Table2: Pre-post maintenance vibration & acceleration data 

 
 

Initial Vibration & Acceleration readings – 11/10/2021 

 
Wheel Axle Bearing - 

H 

(Facing towards north) 

Vibration 

(mm/sec) 

Acceleration 

(g) 

Vibration 

(mm/sec) 

Acceleration 

(g) 

 LHS  RHS 

01 15 to 30 7 to 18 15.2 6.3 
02 5.9 2.0 5.5 1.7 
03 5.7 1.8 5.9 1.5 
04 6.0 1.7 6.1 1.9 

 
 

Final Vibration & Acceleration readings – 20/10/2021 

 
Wheel Axle Bearing - 

H 

(Facing towards north) 

Vibration 

(mm/sec) 

Acceleration 

(g) 

Vibration 

(mm/sec) 

Acceleration 

(g) 

 LHS  RHS 

01 5.7 1.4 5.5 0.9 
02 5.9 1.3 5.4 1.0 
03 5.6 1.0 5.7 1.2 
04 5.8 1.2 5.3 1.0 

 

 

2. Results and Discussion 

This case study has clearly demonstrated that Noise Monitoring is a vital tool for detection 
of abnormality in rotating machinery at an early stage. Deviation in Vibration & 
Acceleration value played important supportive role to confirm the deterioration of Wheel 
axle bearing even before any noticeable changes to be reflected in any other process 
parameters (Refer table 2). Every vibration analyst should use this tool to improve 
vibration analysis accuracy as this can help maintenance organization to become more 
proactive and accurate. 

3. Conclusion 

• Co-ordinated Condition Monitoring helped in diagnosing the exact root cause of 
abnormality at a very early stage. 

• It shows that early diagnosis has resulted in timely action and savings in cost and 
avoidance of unplanned shutdown.  

• This has saved the plant from huge losses in terms of generation, unplanned 
breakdown of equipment and associated maintenance & spares costs. 

• Also, other major benefits include reduction in downtime, avoidance of major 
wheel repair or replacement costs and reliability of Locomotive. 

REFERENCES 

[1]     Rao J S, 2000, Vibratory Condition Monitoring of Machines, Narosa Publishing 
House, New Delhi. 
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Abstract 

 Condition Monitoring reports regarding  the status of process machines at time tend to go 

wrong and equipment declared as ‘normal’ fails abruptly and vice-versa. As the 

occurrence of such prediction failures are minimal, condition monitoring engineers tend to 

overlook them as outliers and no root cause analysis of the failure in predictions are 

normally done. In this paper it has been shown that if root cause analyses for wrong 

predictions are done then it leads to take corrective actions for forthcoming monitoring. 

Analysis corrects the monitoring technique and also apprises about the instrument’s 

limitations. 

Key Words: Shock pulse, monitoring, prediction, Instrument.  

1.0 Introduction  

In one of the manufacturing process a head pulley is belt driven and is operating at an 

ambient temperature of about 400-450 centigrade. The head pulley bearing is water cooled 

and the operating condition is continuous except for mandatory stoppages for tool change. 

Lubrication is manual and done during stoppages for tool change. 

 

 

 

 

 

 

 

 

 

 

 

                             Figure : 1 Picture of the headstock showing the bearing location  

 

Location 

of the 

bearing. 
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The specification of the blower and the motor is given in Table : 1 

 

Table: 1 Motor & Blower Specification: 

Motor 

Rating 

Full 

Load 

Current 

Motor 

RPM 

Motor 

Type  

Motor 

Bearings  

  

Head 

Pulley 

Bearings   

Cooling 

Water 

Pressure   

Number 

of belts  

 Belt Size   

80kW 117 A 992 DC  Anti-

friction 

Bearings 

Anti-

friction 

Bearings 

0.0429 

MPa 

8 SPB 3800 

The head pulley is attached to a rotary kiln which rotates on roller bearings as shown in the 

schematic sketch Figure: 2  

 

 

 

 

 

 
                  Figure : 2 Schematic layout of the head pulley of the rotary kiln  

2.0 Earlier Condition Monitoring Program of the System 

The equipment being critical in the process daily vibration readings were noted and 

monitored but the monitoring process was not effective as many failures were reported 

which were sporadic. Through vibration monitoring early warning signs of bearing 

condition deterioration were not being observed and as such  timely corrective  action were 

not being  taken and failures were sudden. Root cause analysis of these prediction failures 

were carried and it revealed two interesting issues. 

2.1 Measuring Point not Appropriate  

Figure : 3 shows the schematic position of the bearing & the nearest available measuring 

point. 

 

 

 

 

 

                         Figure: 3 Measuring Point (arrow) & location of the bearing.                                     

Rotary Kiln  
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From Figure :3 it is evident that the nearest point where the vibration probe could be held 
was quite a distance from the probe and correct signals were not being noted (figure:4) . 
More over due to location of the head pulley vibration monitoring could be done only in 
radial position. Signature analysis of axial position gave no real values (figure:5) 

 

 

 

 

 

 

 

     Figure: 4 Signature analysis no significant impact as probe is held away from bearing 

 

 

 

 

 

 

Figure: 5 Axial axis signature analysis shows no significant impact 
 

2.2 Wash Out of the Lubricants for Seal failure.  

The bearing and the rotary kiln are water cooled so there are many seals to protect the 
bearing from water ingress (figure: 6). At time seals do fail and there is water ingress in the 
bearing resulting in wash out of the lubricants. This water leakage is barely visible 
externally unless there is a gross failure of the seals then water pours out from the cover 
indicating seal failure and calls for machine stoppage for seal replacement. With even 
minor leakage bearing lubricants gets drained out subjecting the bearing for an early 
failure. With vibration monitoring this lubricant failure is difficult to predict from signature 
analysis and ultimately there is a sporadic failure. 

 

 

 

 

 

  Figure: 6 Seal (arrow) & water filled area in respect to bearing location 
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2.3 Inconsistent RPM 

The rpm of the kiln varies during the process and though all efforts are taken to monitor at 

fixed rpm but because of operational problem this is not always possible. 

2.4 Analysis for vibration monitoring inadequacy & corrective action 

 From the three monitoring problems it was envisaged that to depend upon vibration 

monitoring alone will not give the correct condition of the bearings and correct prediction 

will frequently elude the reporting. The next preferable tool was the bearing checker which 

not only gives the condition of the bearing but also the lubricant condition and it is based 

on shock pulse and not bearing frequency. A similar tool was used earlier in one of our 

sister organization for checking of lube oil condition thus necessary expertise was available 

to operate instrument. The analyzer that was being used in the sister concern measured the 

lube condition in terms of High Rate of Occurrence (HR) & Low Rate of Occurrence (LR).  

3.0 Brief description of the Shock Pulse Method and its function.  

In the paper ‘Condition Monitoring of Anti-Friction Bearing Using Shock Pulse 

Method’ author V Vijayanand1 has described the Shock Pulse Method ‘as development 

of a mechanical shock wave caused by the impact between the masses. At the 

instantaneous moment of impact, molecular contact occurs and a compression (shock) 

wave develops in each mass. ‘ 

‘These mechanical impacts cause shock pulse so the bearing is a "Shock Pulse 

Generator". The magnitude of these shock pulse is dependent upon the surface 

condition and peripheral velocity of the bearing (size & rpm) using the SPM technique. 

it is possible to measure the shock pulses caused by the above surface roughness and 

thus follow the progress of a bearing’s conditions form new installation through the 

various stages of deterioration, until ultimately, the bearing has to be replaced. Decibel 

scale (dB) is used. Thus, the intensity of the shock pulses generated by the bearing is 

measured and expressed in dBsv decibel shock value). Relationship between shock 

pulses’ A picture of the instrument is shown in Figure :7 

 

 

 

 

                           

Figure: 7  The bearing checker along with the headphone 

4.0 Monitoring of the Head Pulley Bearings with Bearing Checker. 
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Monitoring started with the new checker after making a schedule as per Table:2 and the 

reports generated are shown in Table : 3 

Table: 2 Schedule for Bearing Checker Monitoring 

 

 

 

 

 
Table 3: Reports generated after checking with the bearing checker. 
 
 
 

 

 

 

 

 

The CBM department internally plotted the trends of each machine with the dBC (carpet 
decibel) & dBM (maximum decibel) values to check the relation of the two trends. This 
learning was inherited from the earlier use of the lube oil analyzer where the widening 
difference of LR & HR indicated deterioration of the bearing (Figure:8) 

 
 

 

 

 

 

Figure: 8 An earlier trend graph report of LR / HR showing difference between trends 
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Based on the learning from HR & LR trends (figure8) the same principle was followed 

for dBC & dBM plotting for each of the 7 head pulleys reading which was taken once 

daily (Figure: 9). 

 

 

 

 

 

 

                 Figure 9: Trend Graphs of dBC & dBM of one of the machines  

 

The bearing checker was commissioned in December 22 and the monitoring system 

from the CBM department continued on the trend graph basis till mid-January 2023 

when a head pulley bearing of one of the machines failed though the trend graph 

showed no abnormality as per the trend (Figure:10). 

 

 

 

 

 

 

                   Figure 10: The trend graph showing no abnormality of bearing failure  

 

The auto generated report of the instrument was however constantly on ‘ALARM’ mode 

for each reading near about the date of failure but since the engineers were trending only 

the trend graph of dBC & dBM which showed no signs of alarm so no forewarning was 

given to the department other than normal schedule  of lubrication (Table:4) 

 



National Conference on Condition Monitoring (NCCM-2023), 27-28 April 2023 

 

113 
 

Table 4: The auto generated report showing ‘alarm for the machine bearing that failed 

 

 

 

 

 

 

 

 

 

The bearing was dismantled and its was found broken and analysis showed the failure was 

due to improper lubrication (figure 11) 

 

 

 

 

 

 

                   Figure:11 Broken cage of the failed bearing found after dismantling  

4.1 Analysis for the Failure in Monitoring. 

Initial investigation showed that the monitoring technique of one machine was adopted to 

another though both the machines worked on the same principle the reporting was on 

different aspects. The bearing analyzer that was used earlier worked on the principle of 

shock pulse method and the analysis was for lube oil condition for which LR (low rate of 

occurrence) & HR (high rate of occurrence) were used. To determine the effectiveness of 

shock pulse method detection of lubrication film thickness a research program was 

conducted by SPM instrument US Inc. the research team being headed by the President of 

Research Mr. Ervin School. (V. Vijayanand). What was evident that the User Guide2that 

was sent with the bearing checker was not read to understand the machine function.  

In the User Guide2 (pp11) it is mentioned that ‘lubrication condition is indicated by the 

delta value i.e. difference between dBm & dBc. High readings and small delta value 

indicate poor lubrication and dry running. Now this reading is being calculated and users 

being informed accordingly. Another reference to User Guide2(pp 10) it is mentioned ‘a 

condition indicator on the scale: green for dBn up to 20dBn =good condition ,yellow for 

21-34 dBn=caution ,red for 35dBn and more = bad condition’ As these color codes are auto 

generated and if the same is trended bearing condition can be correctly ascertained . 
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5.0 Corrective Action: 

• The trending of dBc & dBm was stopped and the auto generated color codes 
were trended and departed informed accordingly. 

• A small program is being made so that automatically the delta value is 
generated when both the dBc & dBm values are noted in the report. This job is 
in progress and expected to be completed shortly. 

6.0 Result & Conclusion: 

Soon after implementation of trending of color code correct prediction was observed 

for another kiln and department was instructed to change the bearing.(figure 12)  

  

 

 

 

 

 

 

     Figure: 12 Trend graphs based on the auto generated color code of the instrument. 

 

Based on the report the user department took the bearing off the machine and after 

dismantling the inner race and the rolling elements were found damaged. From history card 

of failure, the root cause of failure was found due to long time in use. (Figure: 13) 

 

 

                                  

 

 

Figure: 13 Damaged inner race and the rolling elements of the failed head pulley bearing 

The learning from the failure analysis of the wrong condition-based monitoring prediction 

was: 

• Not to accept any prediction failure as an outlier but with proper analysis some 
unknown aspects in monitoring can surface and with proper corrective actions 
condition based monitoring engineers can learn new and better techniques and of 
instrument’s limitations. 

 



National Conference on Condition Monitoring (NCCM-2023), 27-28 April 2023 

 

115 
 

7.0  References: 

1.  V Vijayanand. Condition Monitoring of Antifriction Bearings Using Shock Pulse 

 Method. IPPTA J Volume 15, No: 3 (July 2003) 

2.  User Guide, Bearing Checker, spminstrument.com 

 Further reading: 

3:  Tim Sundstrom, An Introduction to the SPM HD Method ,R&D, SPM instrument 

 AB,Oct:26 2010 

4:  Seyed-Hosseni et al, Relationship Between Reliability Centered Maintenance & 

 Condition Monitoring (Case Study) ,Vol:6 Num.10:1 ,Pp. 122-136 , Enero Junio 

 2017 

5:  Jinboo Yaa et al. A Fault Feature Extraction Method for Rolling Bearing Based on 

 Pulse Adaptive Time Frequency Transform .Vol-2016, Article ID:4135102,12pages 

  Hindawi Publishing Corporation , Shock & Vibration. 

6:  B Hulluguppa et al. Condition  Monitoring of Induction Motor Ball Bearing Using 

 Monitoring Technique .IJSRP Vol:2 Issue 1 ,Nov-12 ISSN-2250-3153 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



National Conference on Condition Monitoring (NCCM-2023), 27-28 April 2023 

 

116 
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Abstract 

Industry-wide efforts to boost throughput while lowering maintenance costs and downtime 

have increased the relevance of real-time, continuous, condition-based monitoring. In light 

of the aforementioned, HPCL Visakh Refinery has introduced two new cutting-edge 

technologies to our existing condition monitoring tools: "DIGITAL TWIN technology for 

reciprocating compressor" and "Ultrasound technology for bearing monitoring." 

 

DIGITAL TWIN Technology uses 4G network to transmit recorded data to a server 

around-the-clock while operating independently of any client network or control systems. 

Currently, Digital TWIN Technology is being used in our refinery for monitoring of 2 Nos 

of Net Gas Compressor (NGC) which are 2 stage, 4 cylinder, double acting reciprocating 

compressor. 

 

Ultrasonic Detector is another piece of technology. One of the most effective ways to 

identify issues like lack of lubrication and impending bearing failure. The ultrasonic 

warning appears prior to a rise in temperature or an increase in low frequency vibration 

levels. An ultrasound detector can be used to determine whether a bearing is healthy, 

inadequately lubricated, or defective. 

 

This paper explains how contemporary technology, including the "DIGITAL TWIN and 

"Ultrasonic Detector" is employed in real time and enables one to perform predictive 

maintenance before any significant failure   

 

1. Introduction 

 
The purpose of a Digital Twin (DT) is to characterize the behaviour of physical entities by 
employing a virtual counterpart in real time. Physical space, virtual space, and their 
connectivity of data and models are the three main components of Digital twin. Digital twin 
is essentially a virtual representation of a physical system (twin), which is continuously 
updated with information about the operation, upkeep, and overall health of the original 
system. The digital twin may conduct real-time data/information interchange, dynamic 
modelling, and updates throughout its existence by creating a precise one-to-one mapping 
and feedback link between real physical space and digital space. The purpose of this study 
is to characterize the state-of-the-art of digital twin in developing Condition monitoring by 
providing a systematic overview of its theoretical and practical development. 

Ultrasonic technology for bearing monitoring is another recent advancement. Ultrasonic 
bearing inspection and monitoring is one of the most reliable methods for detecting early 
bearing failure and circumstances such as lubrication deficiency. Ultrasonic detector 
technology detects faulty bearings even before vibration or heat arise. Equipment faults are 
detected earlier than with other technologies such as vibration analysis or oil/grease 
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analysis. Ultrasonic technology determines whether a bearing is normal, under lubricated, 
suspect, or questionable. This is proven in this study th

2.1    Digital Twin 

Digital twin (DT) mainly consists of physical space, virtual space, and the bidirectional 
connection. Here in our HPCL Visakh Refinery, ‘UpTime’ a DT based tool is used for 
monitoring of reciprocating compressor
 
‘UpTime’ is a crank-angle referenced condition and performance monitoring system. The 
UpTime system is working stand
or control systems and uses a 4G network to transmit recorded data to a server. T
complete system, including 4G antenna, is certified to operate in an ATEX Zone I or 
equally classified hazardous area.
 
Currently, UpTime is being used in our refinery for monitoring of 2 
Compressor (NGC) which are 2 stage, 4 cylinder, d
The probes/sensors that are being used here are: 4 
crank case acceleration probes, 4 
phasor sensor. All the sensors are
(SEM) which uses a 4G network to transmit recorded data to a server.
 
The UpTime tool provides vital information like suction pressure, discharge pressure, valve 
leakages at suction and discharge valves, Cro
Rings condition, P-V Diagram, P
24x7. 

Figure 1. UpTime system general layout
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analysis. Ultrasonic technology determines whether a bearing is normal, under lubricated, 
suspect, or questionable. This is proven in this study through one of the case study.

Digital twin (DT) mainly consists of physical space, virtual space, and the bidirectional 
. Here in our HPCL Visakh Refinery, ‘UpTime’ a DT based tool is used for 

monitoring of reciprocating compressors. 

angle referenced condition and performance monitoring system. The 
UpTime system is working stand-alone without any communication with a client network 
or control systems and uses a 4G network to transmit recorded data to a server. T
complete system, including 4G antenna, is certified to operate in an ATEX Zone I or 
equally classified hazardous area. 

Currently, UpTime is being used in our refinery for monitoring of 2 No's
Compressor (NGC) which are 2 stage, 4 cylinder, double acting reciprocating compressor. 
The probes/sensors that are being used here are: 4 No's cylinder acceleration probe, 4 
crank case acceleration probes, 4 No's rod drop probe, 8 No's pressure sensors, 1 
phasor sensor. All the sensors are connected to one common Single Enclosure Module 

which uses a 4G network to transmit recorded data to a server. 

The UpTime tool provides vital information like suction pressure, discharge pressure, valve 
leakages at suction and discharge valves, Crosshead Vibration, Cylinder vibration, Piston 

V Diagram, P-A diagram etc. These parameters are being recorded 
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analysis. Ultrasonic technology determines whether a bearing is normal, under lubricated, 
rough one of the case study. 

Digital twin (DT) mainly consists of physical space, virtual space, and the bidirectional 
. Here in our HPCL Visakh Refinery, ‘UpTime’ a DT based tool is used for 

angle referenced condition and performance monitoring system. The 
alone without any communication with a client network 

or control systems and uses a 4G network to transmit recorded data to a server. The 
complete system, including 4G antenna, is certified to operate in an ATEX Zone I or 

No's of Net Gas 
ouble acting reciprocating compressor. 

cylinder acceleration probe, 4 No's 
pressure sensors, 1 No's key 

Single Enclosure Module 

The UpTime tool provides vital information like suction pressure, discharge pressure, valve 
sshead Vibration, Cylinder vibration, Piston 

A diagram etc. These parameters are being recorded 
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Figure 3. Reciprocating compressors Vibration monitoring
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Figure 2. Reciprocating compressors Process parameters monitoring 

 

Reciprocating compressors Vibration monitoring 
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Figure 4. Reciprocating compressors PV diagram monitoring

2.2    Case study on Net Gas Compressor (

Crank 2 CE discharge valve
Crank 2 

Stage 1 

Time October 20th

 

 

 

Analysis 

Uptime pV diagrams shows relatively large leakage over the crank 2 
CE discharge valve. Refer to 

During the October 20
observed. HPCL Rotary section, 

October 27th

discharge valves
prior to valve replacement. 
measurement after valve replacement. After
reduced considerably (Refer Figure 7).

   

Figure 5. Crank 2 CE discharge
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Figure 4. Reciprocating compressors PV diagram monitoring

Case study on Net Gas Compressor (74-K-02 A) CE Valve Leakage

valve leakage 

th 2022 

Uptime pV diagrams shows relatively large leakage over the crank 2 
CE discharge valve. Refer to    Figure 5 and Figure 7. 

October 20th - 27th period, higher valve leakages
HPCL Rotary section,  during inspection in the period 
th to November 4th , replaced a number of crank 2 

discharge valves . Figure 5 shows an example of a pV measurement 
prior to valve replacement. Figure 6 shows an example of a pV 
measurement after valve replacement. After this, valve leakage
reduced considerably (Refer Figure 7). 

discharge valve leakage prior to valve replacement [Oct. 25th
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, replaced a number of crank 2 
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shows an example of a pV 
leakage 
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Figure 6. Crank 2 CE discharge

Figure 7. Crank

2.3    Conclusion 

UpTime which is a Digital Twin based Condition monitoring tool is highly versatile a
proven technology for condition monitoring and fault analysis for reciprocating 
compressors online. The advantage of using this technology is that it can detect these 
problems at an early stage and thus avoid secondary damage and catastrophic failure of
reciprocating compressors. The major benefits include the prevention of lost downtime, 
avoidance of major compressor repair, or replacement costs. DT ensures the reliable data, 
appreciating the operational condition of the compressor and correct interpret
data.  

3.1    Ultrasound technology for bearing monitoring

Ultrasonic inspection and monitoring of bearings is one of the most reliable method for 

detecting incipient bearing failure and conditions such as lack of lubrication. The ultrasonic 

warning appears prior to a rise in temperature or an increase in low frequency vibration 

levels. In antifriction bearings, as the metal in the raceway, roller or ball elements begins to 
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UpTime which is a Digital Twin based Condition monitoring tool is highly versatile a
proven technology for condition monitoring and fault analysis for reciprocating 
compressors online. The advantage of using this technology is that it can detect these 
problems at an early stage and thus avoid secondary damage and catastrophic failure of
reciprocating compressors. The major benefits include the prevention of lost downtime, 
avoidance of major compressor repair, or replacement costs. DT ensures the reliable data, 
appreciating the operational condition of the compressor and correct interpret

3.1    Ultrasound technology for bearing monitoring 

Ultrasonic inspection and monitoring of bearings is one of the most reliable method for 

detecting incipient bearing failure and conditions such as lack of lubrication. The ultrasonic 

arning appears prior to a rise in temperature or an increase in low frequency vibration 

levels. In antifriction bearings, as the metal in the raceway, roller or ball elements begins to 
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UpTime which is a Digital Twin based Condition monitoring tool is highly versatile and 
proven technology for condition monitoring and fault analysis for reciprocating 
compressors online. The advantage of using this technology is that it can detect these 
problems at an early stage and thus avoid secondary damage and catastrophic failure of 
reciprocating compressors. The major benefits include the prevention of lost downtime, 
avoidance of major compressor repair, or replacement costs. DT ensures the reliable data, 
appreciating the operational condition of the compressor and correct interpretation of the 

Ultrasonic inspection and monitoring of bearings is one of the most reliable method for 

detecting incipient bearing failure and conditions such as lack of lubrication. The ultrasonic 

arning appears prior to a rise in temperature or an increase in low frequency vibration 

levels. In antifriction bearings, as the metal in the raceway, roller or ball elements begins to 
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fatigue, a subtle deformation begins to occur. This deforming of the me

irregular surfaces, which will cause an increase in the emission of ultrasonic sound waves.

The ultrasonic detector is used to trend dB values of different equipment. It can listen to 

bearing sound, record sound, generates FFT (spectrum) &

bearing fault calculator, it is possible to match the spectrum peaks with bearing fault 

frequencies. It is possible to know when to lubricate & how much to Lubricate, compare & 

record dB levels & sound before lubrication & afte

suitable for low RPM bearings also unlike vibration.

 

3.2    Bearing inspection 

The audible signature can reveal conditions within the bearing itself while checking 
bearings. 30 kHz is the suggested frequency for insp
be identified by an increase in loudness and a change in the sound quality. For ultrasound 
assisted lubrication, as per “ISO 
mandatory to implement this program.

For setting baseline, following can be followed:

� Take the first reading and consider it the baseline.
� Use the lowest decibel value on identical equipment as the baseline.
� Take the minimum value observed during lubrication.
� Use a brand new, properly installed 

As per ISO 29821 -18 LIMITS, Set up the alarm limits:

� Low Alarm: 8 dB above baseline 
� High Alarm: 16 dB above the baseline 
� Bearing replacement: 35+ dB above the baseline

Apply grease to those bearings only which are currently in l
baseline readings reached. Figure 8 and Figure 9 shows typical Db trend values for a good 
and defective bearing. Figure 8 shows the right time for doing greasing. Figure 9 shows the 
right time for undergoing bearing replacement.

Figure 8: Db trend values for Good bearing
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fatigue, a subtle deformation begins to occur. This deforming of the me

irregular surfaces, which will cause an increase in the emission of ultrasonic sound waves.

The ultrasonic detector is used to trend dB values of different equipment. It can listen to 

bearing sound, record sound, generates FFT (spectrum) & Time waveform. By using the 

bearing fault calculator, it is possible to match the spectrum peaks with bearing fault 

frequencies. It is possible to know when to lubricate & how much to Lubricate, compare & 

record dB levels & sound before lubrication & after lubrication & generate report. It is 

suitable for low RPM bearings also unlike vibration. 

The audible signature can reveal conditions within the bearing itself while checking 
bearings. 30 kHz is the suggested frequency for inspecting bearings. A failed bearing can 
be identified by an increase in loudness and a change in the sound quality. For ultrasound 
assisted lubrication, as per “ISO – 29821-18” creating a baseline for every bearing is 
mandatory to implement this program. 

setting baseline, following can be followed: 

Take the first reading and consider it the baseline. 
Use the lowest decibel value on identical equipment as the baseline.
Take the minimum value observed during lubrication. 
Use a brand new, properly installed bearing as the baseline. 

18 LIMITS, Set up the alarm limits: 

Low Alarm: 8 dB above baseline  
High Alarm: 16 dB above the baseline  
Bearing replacement: 35+ dB above the baseline 

Apply grease to those bearings only which are currently in low alarm levels until the 
baseline readings reached. Figure 8 and Figure 9 shows typical Db trend values for a good 
and defective bearing. Figure 8 shows the right time for doing greasing. Figure 9 shows the 
right time for undergoing bearing replacement. 

Figure 8: Db trend values for Good bearing 
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Figure 9: Db trend values for Defective bearing

3.3    Case study on 11M8C motor (Drive end side)

Readings were taken on 11M8C Motor DE side because of abnormal noise and following 
were our readings and observations from the ultrasound detector:
 

Plant 
Name 

Group 
Application 

Type 
Location 

Name

CDU-II Bearing 11P8C
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Figure 9: Db trend values for Defective bearing 

3.3    Case study on 11M8C motor (Drive end side) 

Readings were taken on 11M8C Motor DE side because of abnormal noise and following 
vations from the ultrasound detector: 

Location 
Name 

Point 
Name Date dB Frequency

11P8C DE 
09-12-2022 

11:45:22 51 30 
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Readings were taken on 11M8C Motor DE side because of abnormal noise and following 

Frequency Sensitivity 

34 
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Ultrasound observed metal hitting sound and as per the rpm & number of balls the bearing 
fault calculator indicates the dB peaks matching at 19.8Hz frequency which is indicating 
cage defect. Even after greasing dB values did not reduce. Hence, decision was taken to 
replace motor bearings. 

3.4    Conclusion 

Ultrasound bearing inspection is definitely an add on tool to strengthen the condition 
monitoring capabilities. It helps in increasing uptime and avoid downtime, helps to know 
bearing health condition, plan for lubrication and inventory and hence reduce maintenance 
and production loss. 
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Abstract 

 Successful operation of aero engine depends mainly upon the structural integrity of 

its rotating component which in turn depends on its ability to withstand the dynamic and 

steady stresses without any failure. Of all the rotating components in a jet engine, 

compressor and turbine blades are highly susceptible to failure because of adverse 

operating condition viz high rotational speed, high pressure and temperature which 

demand special attention during monitoring as well as in the design phase. Vibratory 

failure in blades can occur in any stage of developmental program of engine like rig level 

testing, final testing phase etc. In worse cases blade failures have happened in past when 

engine was in production stage. Many a times’ blades have failed in middle of flight which 

leads to major catastrophe. There are many reasons for failure in blades, but of these 

resonance and flutter are the most common blade vibration problem occurring in the jet 

engines that concern the designer. Failure due to flutter is the most serious because it is an 

aero-elastic instability and once initiated is difficult to control and the extent of damage is 

very high. One of the important features of flutter is that it is a non-synchronous vibration 

and the overall damping become zero at the onset of flutter and negative during flutter. 

  

Structural dynamic analysis of blades helps to mitigate these vibration issues by improving 

the design but major problem is difficulty in predicting non uniform gas load and 

calculating overall damping in the system. The overall damping in the gas turbine depends 

on material, aerodynamic and friction damping which can change with respect to 

operating and loading conditions, therefore it become necessary to estimate the damping of 

the bladed disk system in operating condition. In this paper an attempt is made to estimate 

the total damping of bladed disc assembly during resonance and onset of flutter using 

various time domain and subspace techniques. Further, estimated damping from various 

technique are compared and satisfactory results were found. The damping values can be 

used as an input in design phase and can also act as an indicator for monitoring the blade 

vibration during resonance or onset of flutter. 

 

Keywords: Blades, Flutter, Modal Damping, Operational Modal Analysis, Vibration. 

 

Introduction: 

Flutter is one of the most perplexing problems in the development of gas turbine 

engines.The inability to accurately predict flutter in the blades during design stage or even 

at bench test is the big concern for design engineers. It is an aerodynamic instability 

occurring due to aero-elastic interaction of unsteady aerodynamic gas forces with the 

complex blade profiles. Hence, it becomes difficult to predict flutter in advance without 
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testing because as it depends on following factors and thorough understanding is required 

on how these influence the dynamics of the complex profile blades. [1] 

1. Unsteady aerodynamics of series of stator and rotor under wide range of flow 
condition expected in the operating range. 

2. Structural vibration frequencies and modes of vibration over operating range 
3. Quantification of damping in the system due to non-aerodynamic as well as 

aerodynamic sources. 
4. Aerodynamic parameters of blade like chord length, stagger, flow incidence angle 

and structural parameters like frequencies, mode shapes and damping etc. 
5. Arrangement and dissimilarities in aerodynamics and structural parameters in 

assembled bladed disk. 
6. Accurate estimation of material properties like fatigue strength, modulus of 

elasticity in the operating range of temperature. 
 
Of these, calculation of aerodynamic forces and aerodynamic damping is most tedious 
complex and computationally expensive even for normal flat plate. Additional complexities 
arise when actual blade profile is considered. [1] 
 
As aforementioned, the actual operating condition and arrangement of blades in the 
assembly of bladed disk have huge influence on instability of the blades. The conventional 
experimental modal analysis of individual blades using impulse as a source of excitation is 
not sufficient in understanding the aero-elastic interaction of blades which is the cause of 
instability. 
 
Hence this paper discusses few methods used to identify the structural dynamic 
characteristics of the blades using the only available response data from the blades 
instrumented with strain gauge. This process of identifying the modal parameters in actual 
running condition is known as Operational Modal Analysis (OMA). [9]Here few auto and 
cross correlation driven algorithms like Least Square Complex Exponential and Stochastic 
Subspace Identification are discussed and implemented as a case study on raw time domain 
response data to estimate the modal damping in the blades at the onset of flutter and the 
results from all the algorithms are compared and discussed. Though flutter is a non-linear 
phenomenon, the system is assumed to be linear throughout the analysis as here attempt is 
made to assess the damping just before the onset of flutter. 
 
Another advantage of the availability of in-operation modal characteristics is that it helps in 
in-situ diagnosis, prediction, and monitoring of any vibratory phenomenon. [5] [12]. 
 

Least Squares Complex Exponential (LSCE) Method: 

Least-squares complex exponential method is the time domain modal analysis technique 
used for extraction of modal parameters like natural frequency, damping factor and mode 
shapes for dynamical system. However, only damping ratio of blades is calculated here to 
assess the onset of flutter in the engine as damping ratio tend to zero at onset of flutter. 
 
LSCE uses the relationship between Impulse Response Function of an MDoF system and 
its complex roots, modal constant through a complex exponential to construct an auto-
regressive (AR) model. The solution of this model results in a polynomial whose roots are 
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the complex root of the system which contains information about the natural frequency and 
damping ratio of the dynamic system. [2] 
Consider a reacceptance (gtu) FRF of a general MDOF system with viscous damping, 
which may be written as [3] 

gtu(v) = 	 wxyzv{|{ +  9v − v{%1 − |{�=



{�� + wxyz∗
v{|{ +  9v + v{%1 − |{�= 

… (1) 

Or 

gtu(v) = 	 wxyzv{|{ +  (v − v{~) ; 		v{~ =�

{�� v{%1 − |{�	, v{�
~ = −v{~ 	, (w + �)xyz = wxyz∗

 

… (2) 

From classical theory, we can obtain the corresponding Impulse Response Function (IRF) 
by taking the Inverse Fourier Transform of receptance: ℎtu(S) = ∑ wxyz�
{�� e��F; 	h{ = −v{|{ +  v{~       … (3) 

If the original FRF has been measured in discrete form at number of equally spaced 
frequency IRF will similarly be described at corresponding number of equally spaced time 
intervals (ΔS = 1/Δ�) as given below: ℎ� , ℎ�, ℎ�, … . ℎ� = ℎ(0), ℎ(ΔS), ℎ(2ΔS), … . . , ℎ(�ΔS) 

Substituting, wxyz =	�{; 	e���F =	�{ 

Omitting the subscript �] and extending the full data set of q samples with above 
substitution gives ℎ� =					 �� 		+ 					�� +		…	+		��
 

ℎ� = ����� + ����� + ⋯ + ��
� ��
 

ℎ� = ����� + ����� + ⋯ + ��
� ��
 

.														.																.																						. 
ℎ� = ����� + ����� + ⋯ + ��
� ��
 

… (4) 

If the number of sample points, q exceeds 4N, equation (4) can be used to setup Eigen 
value problem, the solution to which yields the complex natural frequencies contained in 
parameters��, ��, etc. from solution using Prony method. 

Multiplying each equation with coefficient �� to form the following set of equation: ��ℎ� =					 ���� 		+ 					���� +		…	+		����
 

��ℎ� = ������� + ������� + ⋯ + ����
� ��
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��ℎ� = ������� + ������� + ⋯ + ����
� ��
 

.														.																.																						. .														.																.																						. 
��ℎ� = ������� + ������� + ⋯ + ����
� ��
 

Adding all these equations gives ∑ �����r ℎ� = ∑ 9�t ∑ ����t���r =�
t�� …                   (5) 

These coefficients �� are taken such that �� + ��� + ���� + ⋯ + ���� = 0…               (6) 

Hence the roots are��, ��, … . , ��. 

Since q is the number of data points and N is the number of degrees of freedom of the 
system’s model (constituting N conjugate pairs of modes) it is now convenient to set these 
parameters to the same value i.e., to let q = 2N. 

Then,  

	 ��
�

��r ��{ = 0 

Eorr = 1… 2N 

As every term on right side of equation (5) is zero, thus 

	 ��
�

��r ℎ� = 0 

Rearranging the above equation by setting ��
 = 1 we get, 

	 ��
�
l�
��r ℎ� = −ℎ�
 

Successive application of this procedure lead to a full set of 2N equations: 

���
�� ℎ�ℎ�ℎ� 				⋯				ℎ�
l�ℎ�ℎ�ℎ* 				⋯					ℎ�
⋮									⋮										⋮ 					⋯ 							 ⋮				⋮									⋮										⋮ 						⋯ 						 ⋮				ℎ�
l�ℎ�
ℎ�
�� …		ℎ,
l����

��
���
�� ����⋮⋮��
l����

�� = −
���
�� ℎ�
ℎ�
��⋮⋮ℎ,
l����

��
 

We can obtain the unknown coefficients using below equation ��� = 	−[ℎ]l��ℎ� 
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With these coefficients, equation (6) is used to determine the values of ��, ��, …	��
 from 
which we can obtain the complex natural frequency and hence the un damped natural 
frequency and modal damping value using below equations 

v{ =	 1ΔS %ln �{ ln �{∗ 

¡{ = −ln	(�{�{∗)2v{ΔS  

The procedure described above to extract the modal parameter is for impulse response 
function, however if we assume that system is excited by stationary white noise, it has been 
shown that correlation function between the response signals can be expressed as a sum of 
decaying sinusoids. Each decaying sinusoid has a damped natural frequency (v{) and 
damping factor (¡{)	corresponding to a particular mode. [4]Consequently, the correlation 
function of response signal will be of the same form as impulse response function hence, 
the classical modal parameter identification techniques LSCE is used in the case study to 
extract modal parameter from response data only. 

Stochastic Subspace Identification technique: 

Stochastic Subspace Identification (SSI), technique is considered as one of the most 
powerful data driven technique used for the identification of modal parameters when 
system is in operating condition and only response data is available i.e., input excitation 
force is either random or difficult to measure, like aerodynamic and traffic loads on 
bridges, aerodynamic loading on gas turbine engines and wind turbine blades etc. [7] [10]. 

Stochastic Subspace Identification (SSI) modal identification is being used from a decade 
but the real break-through happened in 1996 when a book was published by Overschee and 
De Moor [8], the book contains a set of MATLAB which helped in realizing the 
effectiveness of the algorithm and acted as a strong and efficient tool for modal parameter 
estimation in-situ also known as Operational Modal Analysis (OMA). 

This technique involves several mathematical steps and concepts from linear algebra, a 
crisp explanation about its algorithm is given. [6] [11]. 

Consider a stochastic response from a system as a function of time for M measurement 
channels 

/ = 	
���
��/�(S)/�(S).../¢(S)���

��
 

Considering the system a typical MDoF structural system,  

   My¥(t) + Dÿ(t) + Ky(t) = f(t)   (7) 

Where M, D, K is the mass, damping and stiffness matrix and f is the forcing function.  
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Converting the second order differential equation (7) to first order differential equation 

using state space formulation 

�(S) = 	 «/(S)/̈(S)¬ 
The original 2nd order differential equation simplifies to a first order equation �(S) = �C�(S) + R�(S) 

     /(S) = ­�(S)…     (8) 

Where�C the system matrix and B is the load matrix. 

�C = ® 0 ¯−�l�° −�l�M± 
R =	 ® 0�l�± 

General solution of first order differential equations (8) in discrete time domain is given by, 

�u = ex²u∆F�r = �ú�r 

     /u = ­�ú��…                                     (9) 

Where �´ = ex²F 
For exponential function of matrix, exponential function of the Eigen value of matrix is 

taken. 

For N data points in discrete time, system response is represented in matrix form µ = [/�/� …	/
] 
If µ(�:
lu) denotes a data matrix after removing the last k data points and µ(u:
) denotes 

data matrix after removing first k points then 

&u = 1� − ] µ(�:
lu)µ(u:
)·  

is known as unbiased estimation of the correlation matrix at time lag k. 

µb =
���
���
µ(�:
l��)µ(�:
l��)...µ(��:
) ���

��� = ¸µb7µb¹º 
µb is known as Block Hankel matrix, defined as gathering of family of matrices created by 

shifting the data matrix.  
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Here, the number of rows in Block Hankel matrix is 2sM and number of columns is N-
2s.µb7	denotes the upper half part of the matrix known as “the past” while µb¹ denotes the 
lower half part known as “the future”. The number of block rows 2s in upper or lower half 
matrix denotes the total data shift. 

The orthogonal projection of the future part of Block Hankel matrix is carried out on past 
one. This projection is defined as conditional mean in stochastic responses, represented by 
matrix O » = ¼9µb¹½µb7= 

A conditional mean like this can for Gaussian processes totally be described by its 
covariances. Since the shifted data matrices also defines covariances, therefore projection 
can also be calculated directly by 

    » =	µb¹µb7· 9µb7µb7· =l�µb7		…  (10) 

The last matrix µb7defines the conditions while the first four matrices in the product define 
covariances between channels at different time lags. The conditional mean like given by 
above equation simply consist of free decays of the system given by different initial 
conditions specified by	µb7.The matrix O is h� × h� and any column in the matrix O is a 
stacked free decay of the system to a set of initial conditions. Using equation (9) any 
column in O can be expressed by ¿C�n = Γ��� 

Γ� =
���
���

­­�´...­��́l����
��� 

Since neitherΓ�, (observability matrix) nor initial conditions are known, SVD is performed 

on matrix O. » = O'�· 

And then Γ� and X0 is estimated as given below: 

Γ = O'� �⁄                       Â� = '� �⁄ �· 

Now system matrix �´ is estimated from the matrix  by removing one block from the top 

and a block from the bottom yielding Γ(�:�)�´ = Γ(�:�l�) 
The observation matrix C is given by ­ = 	Γ(�:�) 
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Now, performing Eigen Value Decomposition (EVD) on system matrix	�´: �´ = Ψ[��]Ψl� 

Since, �� =	eÄÅ �� = |ln	(��)|2πΔÇ  

¡� = &e(È�)|È�|  

¡�   Represent, modal damping factor. 

Depending upon the choice of reference response, Stochastic Subspace Identification 
technique can be subdivided into different method. Two of them used in the case study are 
Balanced Reduction (BR) and Canonical Variate Analysis (CVA). In BR the subset of 
response signal is taken as reference while in case of CVA whole response data is taken as 
reference. Balanced Reduction method is useful in identifying the most dominant modes 
excited whereas Canonical Variate Analysis is useful for identifying the less excited mode 
in better way. 

Case Study, Results and Discussion: 

An attempt is made to assess the modal damping of the blades during resonance and flutter 
condition, using OMA techniques. Figure 1 shows the layout of an aero engine (core 
engine) which is single spool having six stage compressor and turbine. During early 
developmental testing flutter is observed in 1st stage compressor rotor blade.   As a part of 
root cause analysis and better understanding, modal damping is estimated using strain data. 
The 1st stage rotor blades are strain gauged and the data is measured and stored using LMS 
data acquisition system. Further, OMA is carried out on measured strain data using LSCE 
and SSI.  

 

Fig 1: Layout of Core Engine 
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Fig 2 shows a natural frequency track of a first flexure mode during the test of a core 
engine, indicating resonance and flutter condition. Some small peaks at low speed 
corresponds to excitation from the higher order harmonics and the peak around 72% is due 
to resonance from second order excitation. At max speed, sudden increase in the strain 
amplitude is due to blade flutter.  

In addition to strain response data, another way which was used to identify the blade flutter 
is the Inter Phase Blade Angle (IBPA).  The inter blade phase angle is a phase relationship 
that represents the motion of a blade with respect to other blades. 

In a well-defined travelling wave mode, the motion of a blade can be shown to be identical 
to the motion of its neighbour except for a phase angle between them. During flutter 
condition there will be a fixed phase relationship between all the blades in that particular 
mode, associated with either forward travelling wave or backward travelling wave. The Fig 
3 is a cross spectrum measured between various strain gauge signals mounted on the first 
stage rotor blades. The inter blade phase angle between blades corresponding to flutter 
frequency is identified. The mode identified in this case is a 2D bladed disc mode with a 
backward travelling wave. The coherence values throughout the frequency range were 
estimated and it was found to be one at flutter frequency. Operational Modal Analysis 
technique is used to extract the modal parameters from the response only measurements. 
Here, damping extraction is carried out at different speeds using three different techniques 
discussed above. The results obtained are in good correlation with published literature: The 
damping estimated under normal running condition (at resonance) is around 0.58% 
corresponding to first flexure mode. This has been confirmed by various techniques. Figure 
4 shows stability plot and corresponding damping value form one of the technique. 

 

 

 

 

 

 

Fig 2: Natural frequency track indicating both resonance and flutter condition 

Response due to 

Resonance  

Response due to 

Flutter  

Speed in % 

Amplitude in 

micro strain 

Coherence 

Inter blade phase angle 

Fig 3: Inter blade phase angle and coherence of rotor strain gauges 
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At the onset of flutter a sudden drop in damping is noticed. The damping at this point is 
around 0.01 %. Fig 5 is a typical stability diagram at the initiation of the flutter.  In short 
the following observations made during flutter condition. The advantage of using this at the 
onset point is because of the fact that during flutter all the blades lock to the same 
frequency and the blades have a fixed phase relationship. The damping drops sharply to a 
negative value and the onset condition can be fixed accordingly. 
 

 

 

 

 

 

 

Fig 5: Estimated total modal damping using various OMA techniques during flutter 

Table 1 indicates the damping values at resonance condition, i.e., 72% NH and Table 2 at 

onset of flutter i.e., 83 % of NH. 

 
NH Speed % Technique Used Frequency (Hz) Damping % 

No Flutter 
72 SSI (BR) 633.39 0.59 
72 SSI (CVA) 633.91 0.58 
72 LSCE 633.12 0.59 

Table 5 

NH Speed % Technique Used Frequency (Hz) Damping % 
Flutter 

83 SSI (BR) 665.58 0.05 
83 SSI (CVA) 665.58 0.01 
83 LSCE 666.58 0.01 

Table 6 

Fig 4: Estimated total modal damping using OMA at Resonance 

LSCE : 83 % 

BR : 83%NH 
CVA : NH 83% 

BR : 72 % NH 

BR : 83%NH 
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Conclusion: 

The operational modal analysis technique used to estimate damping corroborates with the 
experimental modal analysis result. 

There is a sudden drop in the overall damping, tending to zero at the onset of flutter as the 
negative aerodynamic damping nullifies the frictional and material damping present in the 
system. 

All the operational modal analysis techniques used viz Stochastic Subspace Identification 
(SSI), Least Square Complex Exponential (LSCE) gives almost the same damping estimate 
so any one of them can be used for damping estimation during flutter. 

The damping values can be estimated real time during the running of an aero-engine and 
hence can be used as monitoring parameter for predicting and avoiding blade flutter during 
operation. 
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Abstract 

 
Industry 4.0 or the fourth industrial revolution conceptualises new requirements for smart 

industry. The concept formulates improving Machine-to-Machine (M2M),Machine-to-

Tool(M2T) communication and Condition Monitoring of Measuring Systems. Geometry 

and GD&T parameters of machined parts are properly verified by measuring systems 

which in turn assures the machine capabilities in the manufacturing. So, the condition and 

accuracy of the measuring system is very crucial in order to take the decision for 

acceptance of the parts. This paper presents the condition monitoring methodology of an 

Articulated arm Coordinate Measuring Machine (ACMM) and bring out the influence of 

condition monitoring and Accuracy assessment of the Metrology System as part of 

Measuring System Analysis.  
 

Key words: Condition Monitoring, Measuring System, ACMM, Accuracy 

 
1. Introduction 

Quality Inspection, Quality Control and Quality Assurance are part of continuous 
improvement processes and are very much crucial in manufacturing aspects in R&D 
organisations. In order to provide the reliable inspection and meeting the demands of 
GD&T accuracy, it is necessary to keep the measuring systems under continuous condition 
monitoring to enable its accuracy. Coordinate Measuring Machines (cmms) are placed top 
in the field of Metrology and GD&T due to their reliable accuracy and repeatability. They 
are reliable inspection resources in manufacturing process monitoring, achieving product 
specification and also to measure the continual quality improvement. It is so important that 
the cmms are required to be monitored for its condition and accuracy for every usage. 
Monitoring the condition and performance of CMM at regular intervals is very much 
essential in order to control the quality and provide the confidence. Condition of the CMM 
can be monitored by the systematic measuring process with the defined standard gauges 
and then, comparison analysis of obtained measurements with the nominal calibrated 
values of the gauges.  

Condition monitoring of the cmms and the accuracy assessment may be checked by the 
application of various calibrated artifacts such as “standard step gauges, standard gauge 
blocks, standard end bars, hole plates and ball plates etc.”  
 
2. Condition and Accuracy of the CMM 

 

Condition and accuracy of the CMM can be assessed by verifying the sources of errors 
affect the CMM measurements. These errors can be Spatial or Computational [6]. Errors in 
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the position of points taken on the surface of measured work piece are called as Spatial 
errors. Sources that determine the spatial errors are: 
 

• Components of CMM such as “Scales, Qualification Sphere, Probe system and 
Guide ways. 

• Environmental conditions such as “Temperature, Humidity, Dust and Vibration. 
• Strategy of probing such as “Probing force, Probing Speed, Probing Direction and 

Type of Stylus and Probe used”. 
• Characteristics of the measured work piece such as “Cleanliness, Surface finish, 

Elasticity etc.”. 
 
Errors in the dimensions estimated while inspection and work piece form deviations are 
called as Computational errors. Sources that determine these errors are: 

• Software used in the CMM to capture the geometry of the work piece. 
• Number of points taken and its relative position. 
• Datum specifications and computing the geometry. 

 
3. CMM Performance Verification Guidelines and Tests 

 
The set of guidelines and procedures are provided for Verification of CMM in the 
standards such as [6] 

• ISO 10360-1: 2000 GPS (Geometrical Product Specifications) covers “Acceptance 
and reverification tests for Coordinate Measuring Machines” – (Part 1 – 
Vocabulary) 

 
• ISO 10360-2: 2009 (GPS) Geometrical product specifications cover “Acceptance 

and reverification tests for Coordinate Measuring Machines used for measuring 
linear dimensions”. 

 
• ISO 10360-12 Geometrical product specifications cover “Acceptance and 

reverification tests for Articulated arm Coordinate Measuring Machines” [1]. 
 
The best practice to determine the performance of the CMM or any instrument is, to carry 
out the tests such as “reverification and interim tests”. Some standard sampling lengths to 
be checked with the CMM and the readings will be compared with the maximum permitted 
error stated by the manufacturer. 
 
The reverification test and the related checks helps to understand the cmms and its probing 
system on periodic basis [6].  Interim tests help to understand the CMM and its probing 
system between regular reverification tests. The conditions stated in para 2 will affect the 
measurements taken and the errors obtained if any. 
 
The material standard used to carry out these tests must be any of them mentioned below as 
recommended. 

• Standard Step Gauge 
• Standard End Bars 
• Standard Gauge Blocks  
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The material standard that are considered for the verification test must have 2 or more 
nominal parallel planes, with a specified the distance between them. 
 
4. Condition Monitoring – Experimental Set up 

 

4.1. Articulated arm Coordinate Measuring Machine 

 
Condition Monitoring and Accuracy assessment carried out for an Articulated arm 
Coordinate Measuring Machine (shown in Figure-1) used in a Metrology Lab of an R&D 
Organisation. 

• CMM model - Romer Absolute Arm-RA7312 
• Make  - Hexagon, USA  
• Software used - PC-DMIS CAD ++ VERSION 2017 R1      
• Uncertainty  - U=5+L/40 µm  

  Where, L is the length of the measured range in mm 
 

 
 
 

 
4.2.Material Standard of Sizes 

 

The Material standard of sizes which were used for the test are shown in Figure 2. Details 
of the standard sizes are presented in Table 1. 
 

Sl.

No 

Description Make Calibration 

standard 

Material 

1 Standard Sphere Ø 
25.4mm 

STL ASME B89-4.22 Tungsten 
Carbide Grade 
10 

2 End Bar 550 mm Mitutoyo IS2984 Steel Grade 0  
3 End Bar 350 mm Mitutoyo IS2984 Steel Grade 0  
4 End Bar 250 mm Mitutoyo IS2984 Steel Grade 0  
5 End Bar 200 mm Mitutoyo IS2984 Steel Grade 0  
6 Gauge Block 100 mm Mitutoyo IS2984 Steel Grade 0  

 

 

Figure-1 Articulated arm CMM 

Table-1 Details of the standard sizes 
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The condition monitoring test is carried out as per the procedure provided by the part 12 of 
ISO 10360 in a systematic way as mentioned below. 

• Measurement of reference ball to verify the performance of the probing system. 
• Measurement of Standard sizes of five different lengths to verify the Maximum 

Permissible Error of the lengths. 
• Each standard size is measured in seven positions such as “one vertical position, 

three horizontal positions and three inclined positions of 450 with reference to the 
base. 

• Five different lengths at seven different positions and measured each three times 
such that captured 105 measurements. 

 

 
 

  

 

 

4.3.Preliminary Precautions Taken 

 
The following precautions are taken during the experiment.  

• Machine start up as stated in the CMM instruction manual. 
• Cleaning Procedure (Machine, Probe, Stylus, Sphere) 
• Qualification of Probe 
• Reference Sphere 
• Dust and Vibrations 
• Room Temperature: 200C  
• Humidity: 55-60 % 

 
4.4.Coefficient of Thermal Expansion (CTE) 

 
The difference in the size of the part material for a change in the given temperature is 
called as Coefficient of Thermal Expansion (CTE) and is denoted by α.  
 
The following equation is used to correct the measured length to a Standard Temperature 
ST oC 

LST = LAT + (20 - AT). α. LAT 

 

LST is length at the standard temperature  

LAT is length at the actual temperature  

α is the coefficient of thermal expansion. (for Steel α =11.6 x 10-6) 

Figure-2 End Bars and Gauge Block 
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5. Results and Discussions 

 

5.1.Measurement of Standard Sizes 

Data obtained from the inspection of standard sizes using Articulated arm CMM are 
tabulated in Table 2 - 6. 
 

Sl. 

No. 

Orientation Actual values Error 

1 2 3 1 2 3 

1 XYg+Z 550.010 550.008 550.011 000.010 000.008 000.011 

2 XYg+X 550.009 550.009 550.011 000.009 000.009 000.011 

3 XYg−X 550.009 550.009 550.010 000.009 000.009 000.010 

4 XYg+Y 550.011 550.009 550.010 000.011 000.009 000.010 

5 XZ g+450 550.012 550.010 550.012 000.012 000.010 000.012 

6 XZ g−450 550.011 550.012 550.011 000.011 000.012 000.011 

7 YZ g+450 550.012 550.012 550.011 000.012 000.012 000.011 

 
 
 
   

Sl. 

No. 

Orientation Actual values Error 

1 2 3 1 2 3 

1 XYg+Z 350.009 350.009 350.009 000.009 000.009 000.009 

2 XYg+X 350.010 350.009 350.009 000.010 000.009 000.009 

3 XYg−X 350.009 350.009 350.009 000.009 000.009 000.009 

4 XYg+Y 350.009 350.009 350.008 000.009 000.009 000.010 

5 XZ g+450 350.009 350.010 350.009 000.009 000.010 000.009 

6 XZ g−450 350.010 350.010 350.010 000.010 000.010 000.010 

7 YZ g+450 350.010 350.009 350.009 000.010 000.009 000.009 

 
 
 
 
 

Table-2 Measurements of 550 mm End Bar 

EL, MPE = 0.01875 

Table-3 Measurements of 350 mm End Bar 
EL, MPE = 0.01375 
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Sl. 

No. 

Orientation Actual values Error 

1 2 3 1 2 3 

1 XYg+Z 250.009 250.008 250.008 000.009 000.008 000.008 

2 XYg+X 250.008 250.009 250.008 000.008 000.009 000.008 

3 XYg−X 250.008 250.009 250.008 000.008 000.009 000.008 

4 XYg+Y 250.008 250.009 250.008 000.008 000.009 000.008 

5 XZ g+450 250.009 250.009 250.010 000.009 000.009 000.010 

6 XZ g−450 250.009 250.010 250.009 000.009 000.010 000.009 

7 YZ g+450 250.010 250.009 250.010 000.010 000.009 000.010 

 
 

 

Sl. 

No. 

Orientation Actual values Error 

1 2 3 1 2 3 

1 XYg+Z 200.008 200.006 200.006 000.008 000.006 000.006 

2 XYg+X 200.006 200.005 200.008 000.006 200.005 000.008 

3 XYg−X 200.006 200.005 200.005 000.006 200.005 200.005 

4 XYg+Y 200.006 200.008 200.006 000.006 000.008 000.006 

5 XZ g+450 200.007 200.008 200.007 200.007 000.008 200.007 

6 XZ g−450 200.007 200.007 200.007 200.007 200.007 200.007 

7 YZ g+450 200.007 200.008 200.008 200.007 000.008 000.008 

 
 

 
 

Sl. 

No. 

Orientation Actual values Error 

1 2 3 1 2 3 

1 XYg+Z 200.002 200.003 200.002 000.002 000.003 000.002 

2 XYg+X 200.004 200.003 200.003 000.004 200.003 000.003 

3 XYg−X 200.003 200.004 200.003 000.003 200.004 200.003 

4 XYg+Y 200.004 200.005 200.004 000.004 000.005 000.004 

5 XZ g+450 200.006 200.006 200.005 200.006 000.006 200.005 

6 XZ g−450 200.007 200.006 200.007 200.007 200.006 200.007 

7 YZ g+450 200.006 200.006 200.007 200.006 000.006 000.007 

 
 

 
 

Table-4 Measurements of 250 mm End Bar 

EL, MPE = 0.01125 

Table-5 Measurements of 200 mm End Bar 

EL, MPE = 0.010 
 

Table-6 Measurements of 100 mm Gauge Block 

EL, MPE = 0.0075 
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5.2.Maximum permissible error and Length Measuring Accuracy of a CMM for a size 

Measurement 

 

The term EL, MPE specifies the Maximum Permissible error and Length Measuring 
Accuracy of any CMM. It is also defined as the maximum error obtained by for a given 
size measurement when measured utilising all the axis within the measuring volume of the 
CMM as per the regulations and specifications and it is stated as [6] 
 

• EL, MPE = ± (A + L/K)  µm where,  
 

A is a positive constant in µm. 
K is a dimensionless positive constant given by the manufacturer. 
L is the measured size in mm. 

 
In the experiment, the manufacturer’s constant for the Articulated arm CMM that is being 
tested, A is given as 5 and K is given as 40. Hence,  

• EL, MPE = ± (5 + L/40) µm 
 
Then Maximum Permissible Error EL, MPE for the Standard sizes that are used for the 
experiment are calculated as,  

for 550 mm, EL, MPE = ± (5 + 550/40) = 18.75 µm = 0.01875 

for 350 mm, EL, MPE = ± (5 + 350/40) = 13.75 µm = 0.01375 

for 250 mm, EL, MPE = ± (5 + 250/40) = 11.25 µm = 0.01125 

for 200 mm, EL, MPE = ± (5 + 200/40) = 10.00 µm = 0.01000 

for 100 mm, EL, MPE = ± (5 + 100/40) = 07.50 µm = 0.00750 
 
 
5.3.Analysis of Data 

 
The measurements taken from the five different standard sizes are tabulated and the 
maximum errors obtained are compared with the maximum permissible error for the related 
sizes. The comparison and the acceptance test result are shown in table-7. 
 
 
Sl.No. Standard 

Size (mm) 
Max Error 

Measured (mm) 
Max Permissible 

Error (mm) 
Acceptance 

Test Result 

1 550 0.012 0.01875 Within Limits 

2 350 0.010 0.01375 Within Limits 

3 250 0.010 0.01125 Within Limits 

4 200 0.008 0.01000 Within Limits 

5 100 0.007 0.00750 Within Limits 

 
 Table-7 Acceptance Test Results  

 



National Conference on Condition Monitoring (NCCM

 

 
 

 
From the table-7, the maximum errors obtained are found to be with in the acceptable or 
permissible range when compared to their res
Acceptance test results are shown in Figure
repeatability of measurements might have little variation but the errors are again within the 
permissible range. The results cle
in good working condition and can be used for the inspection. The accuracy test and 
condition monitoring can be further continued by measuring and computing the GD&T 
parameters in depth. 
 
6. Conclusion 

 
In metrology, each and every precession instrument that are being used for the inspection 
of parts to be placed and maintained in the recommended environmental and operational 
conditions. Condition of the measuring systems are to be monitored and accuracy ch
be carried out at regular intervals to avoid any unidentified errors and to obtain reliable 
measurements. 
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Abstract 

 Plant maintenance fraternity will ever remain thankful to Mr. Vernon C. Wescott, who 

invented Ferro graph. Mating machine components are always subjected to wear and tear 

– which if not monitored and controlled - leads to suboptimal life/unplanned failures, high 

maintenance costs, loss of business and so on. 

Every mating part in a simple or complex machine is wears out. But Size, shape and 

quantity of wear out particles tell about the source of wearing, reason of wearing and 

health condition of machine. Through diagnosis of wear debris analysis, machine condition 

can be precisely predicted thus helping in timely corrections to maintain machine health at 

its best. Trending of wear debris analysis from new equipment to first time oil change and 

checking of components health timely, by oil analysis gives us information for replacement 

of oil and machine components. 

At the Coated Steel Plant of Tata BlueScope Steel, Jamshedpur – oil condition monitoring 

is being practiced since last 10 years [i.e., since inception of the plant] and it helped 

immensely to maintain highest levels of optimized and sustained equipment reliability. 

Besides this, a plethora of condition monitoring activities enabled us for cost effective 

maintenance too.  

Presently, we are into offline oil condition monitoring, and exploring to bring in latest & 

cost-effective “online oil condition monitoring”. 

Benefits of regular condition monitoring 

• Get early warnings of wear 

• Control contaminant levels 

• Detect lubricant degradation 

Key Words: Wear Debris Analysis, Behaviour of strip processing line gear boxes. 

Introduction 

Tata BlueScope Steel coated steel plant operating since 2011. Zinc-Al coated coil 
manufactured in metal coating line from cold rolled full hard coil and pre-painted colour 
coated coil manufactured in coil paint line from Zn-Al coated coil for better life and 
aesthetic look. Finally coil go to coil packaging line or if require it goes to sitting and 
recoiling line based on variable strip width requirement from customer. As layout of coil 
paint line mentioned below. 
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Figure 1

In metal strip process line variable speed drive gear boxes used in coil pay off reel or un
coiler by which fresh input coil mo
rewind in tension reel or recoiler. Speed to be varied to maintain optimum production for 
different thickness of sheet and during joining of sheet or parting out final coated sheet. 
Each line having two un-coiler or pay off reel and one re
these to maintains process speed one strip or sheet accumulator or looper in entry (supply 
sheet to process during sheet joining) and one strip accumulator or looper in exit (to 
accumulate sheet from process, during oil cutting at exit).

Details of gear boxes and Lubrication System Mentioned Below

• Critical Gear Boxes = 11no’s
• Lubricant used = Gear oil viscosity 320
• Lubrication System = Through gear pump oil spray 

Table 1- Details of Critical Gear Boxes

Speed of the gear box changes rapidly during accumulator filling operation to maintain 
process speed.  These gear boxes are critical due to high cost, high replacement time and 
maintaining main process parameters like speed and strip tension. To maintain health of 
these gear boxes, we are doing oil analysis, periodic vibration analysis and gear box 
inspection.  Viscosity 320 grade oil is being used as lubricant for all these critical gear 
boxes by pressurised spray lubrication system.
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Figure 1- Layout of coil paint line 

In metal strip process line variable speed drive gear boxes used in coil pay off reel or un
coiler by which fresh input coil moves to process section. And after processing of sheet 
rewind in tension reel or recoiler. Speed to be varied to maintain optimum production for 
different thickness of sheet and during joining of sheet or parting out final coated sheet. 

coiler or pay off reel and one re-coiler or tension reel. Apart from 
these to maintains process speed one strip or sheet accumulator or looper in entry (supply 
sheet to process during sheet joining) and one strip accumulator or looper in exit (to 

ulate sheet from process, during oil cutting at exit). 

Details of gear boxes and Lubrication System Mentioned Below-  

Critical Gear Boxes = 11no’s 
Lubricant used = Gear oil viscosity 320 
Lubrication System = Through gear pump oil spray  

 

 

ls of Critical Gear Boxes    Figure 2 -Oil circulation system

Speed of the gear box changes rapidly during accumulator filling operation to maintain 
process speed.  These gear boxes are critical due to high cost, high replacement time and 

process parameters like speed and strip tension. To maintain health of 
these gear boxes, we are doing oil analysis, periodic vibration analysis and gear box 
inspection.  Viscosity 320 grade oil is being used as lubricant for all these critical gear 

by pressurised spray lubrication system. 
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In metal strip process line variable speed drive gear boxes used in coil pay off reel or un-
ves to process section. And after processing of sheet 

rewind in tension reel or recoiler. Speed to be varied to maintain optimum production for 
different thickness of sheet and during joining of sheet or parting out final coated sheet. 

coiler or tension reel. Apart from 
these to maintains process speed one strip or sheet accumulator or looper in entry (supply 
sheet to process during sheet joining) and one strip accumulator or looper in exit (to 

Oil circulation system 

Speed of the gear box changes rapidly during accumulator filling operation to maintain 
process speed.  These gear boxes are critical due to high cost, high replacement time and 

process parameters like speed and strip tension. To maintain health of 
these gear boxes, we are doing oil analysis, periodic vibration analysis and gear box 
inspection.  Viscosity 320 grade oil is being used as lubricant for all these critical gear 
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Case Study 

We monitor health of all these gear boxes, through oil analysis, periodic vibration analysis 
and inspection gear box internals. Sampling and oil analysis is outsourced. 

 
Figure 3-Wear Particle Con

Oil analysis done by external third party

and qualitative result for different gear boxes, it is being observed wear particle 
concentration is having strong correlation with se
box, rate of speed changes and torque transmitted by individual gear. 

Metal coating line Pay off reel (POR) 1

bathtub curve. 
 

Metal coating line POR 2 gear box oi
particle concentration (WPC) concentration, during initial run in 2011
during Q2 and Q3 of 2018-19. It needed immediate correction for alarming oil condition.
 

Coil paint line entry looper gear box

gradual increase in wear particle concentration.  We also observed varied health behaviour 
for different make of gearboxes.
 
Our strategy is to do oil analysis of gear box as per yearly schedule w
understand condition of the gear box without disassembly. If any abnormality of oil is 
reported, oil condition monitoring and gear box internal inspection is intensified. 
Depending upon severity, oil replacement is done at earliest opportun

Qualitative result and action are mentioned below for one gear box 

Figure 4-
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We monitor health of all these gear boxes, through oil analysis, periodic vibration analysis 
and inspection gear box internals. Sampling and oil analysis is outsourced. 

 
Wear Particle Concentration (WPC) Trend(in PPM) 

Oil analysis done by external third party. From the oil analysis Ferrography quantitative 
and qualitative result for different gear boxes, it is being observed wear particle 
concentration is having strong correlation with service life of lubricant, speed of the gear 
box, rate of speed changes and torque transmitted by individual gear.  

Metal coating line Pay off reel (POR) 1 gear box oil condition trend resembles to typical 

gear box oil condition trend indicates sudden increase in Wear 
particle concentration (WPC) concentration, during initial run in 2011-12 and thereafter 

19. It needed immediate correction for alarming oil condition.

er gear box (used for intermediate operation) graph showing 
gradual increase in wear particle concentration.  We also observed varied health behaviour 
for different make of gearboxes. 

Our strategy is to do oil analysis of gear box as per yearly schedule w
understand condition of the gear box without disassembly. If any abnormality of oil is 
reported, oil condition monitoring and gear box internal inspection is intensified. 
Depending upon severity, oil replacement is done at earliest opportunity. 

 

Qualitative result and action are mentioned below for one gear box 

Metal coating line POR 2 

 

- Cross Section of Pay Off Reel Gear Box 
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We monitor health of all these gear boxes, through oil analysis, periodic vibration analysis 
and inspection gear box internals. Sampling and oil analysis is outsourced.  

 

. From the oil analysis Ferrography quantitative 
and qualitative result for different gear boxes, it is being observed wear particle 

rvice life of lubricant, speed of the gear 

gear box oil condition trend resembles to typical 

l condition trend indicates sudden increase in Wear 
12 and thereafter 

19. It needed immediate correction for alarming oil condition. 

(used for intermediate operation) graph showing 
gradual increase in wear particle concentration.  We also observed varied health behaviour 

Our strategy is to do oil analysis of gear box as per yearly schedule which help us to 
understand condition of the gear box without disassembly. If any abnormality of oil is 
reported, oil condition monitoring and gear box internal inspection is intensified. 

Qualitative result and action are mentioned below for one gear box  
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Date Bearing 

wear 

particle 

Image 

Gear wear 

17th Dec 

2014 

  

Discussion 

of result 

Wear particle concentration (WPC) is 431. 

Normal rubbing wear particles are observed 

in small quantities. Gear wear particles of 

size ranging up to 24 microns

in small quantities. Bearing wear particles 

of size ranging up to 72 microns are 

observed in small quantities. Medium alloy 

steel bearing particles of size ranging up to 

110 microns are observed in small 

quantities and Sand/dirt particles are

observed in small quantities.

 

Date Bearing 

wear 

particle 

Image 

Gear wear 

particle 

Image

29th Sep 

2015 

  

Discussion 

of result 

Wear particle concentration (WPC) is 253. 

Normal rubbing wear particles are observed 

in small quantities. Gear wear particles of 

size ranging up to 20 microns are observed 

in small quantities. Bearing wear particles 

of size ranging up to 30 microns are 

observed in small quantities. Red oxides 

and Sand/dirt particles are observed in 

small quantities. 

 

 

National Conference on Condition Monitoring (NCCM-2023), 27-28 April 2023 

Gear wear 

particle 

Image 

Image 

Non-

Metallic 

items 

Gear Box 

Inspection 

A

  

Gear box oil 

replacement 

done on 

22nd Jan 

2015Wear particle concentration (WPC) is 431. 

Normal rubbing wear particles are observed 

in small quantities. Gear wear particles of 

size ranging up to 24 microns are observed 

in small quantities. Bearing wear particles 

of size ranging up to 72 microns are 

observed in small quantities. Medium alloy 

steel bearing particles of size ranging up to 

110 microns are observed in small 

quantities and Sand/dirt particles are 

observed in small quantities. 

Gear box 

oil 

inspection 

done on 

22nd Jan 

2015 

Gear wear 

particle 

Image 

Image Non 

Metallic 

items 

Gear Box 

Inspection 

Gear Box 

Inspection

  Gear box oil 

replacement 

don

22nd Dec 

2015 and 

bearing 

clearance 

checking 

done.

Wear particle concentration (WPC) is 253. 

Normal rubbing wear particles are observed 

in small quantities. Gear wear particles of 

size ranging up to 20 microns are observed 

ll quantities. Bearing wear particles 

of size ranging up to 30 microns are 

observed in small quantities. Red oxides 

and Sand/dirt particles are observed in 

 

Gear box 

oil 

inspection 

done on 

22nd Dec 

2015. 

Found 

rusting on 

gear teeth 

147 
 

Action 

Gear box oil 

replacement 

done on 

22nd Jan 

2015 

Gear Box 

Inspection 

 

Gear box oil 

replacement 

done on 

22nd Dec 

2015 and 

bearing 

clearance 

checking 

done. 
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Date Bearing 

wear 

particle 

Image 

Gear wear 

particle 

Image

17th June 
2019 

  

Discussion 
of result 

Wear particle concentration (WPC) is 
452. Rubbing wear particles observed 
was rated moderate. Spherical particles 
are observed in various sizes and rated in 
few concentrations. Fatigue wear 
particles are measured up to 48 microns 
in size and concentration found Few. 
Laminar bearing wear particles are 
measured up to 68 microns in size as the 
particles was rated few to moderate. 
Cutting wear particles are found in traces 
measured to 16 microns in size and 
particles was rated few. Non
crystal (sand/dirt) particles are observed 
was rated Few. Black oxides are 
observed was rated none to Few.

 
 
 

 
Figure 5- Replacement of POR 2 gear &bearing set and Alignment of gear set
 
 
 
 
 

National Conference on Condition Monitoring (NCCM-2023), 27-28 April 2023 

Gear wear 

particle 

Image 

Gear wear 

particle 

Image 

Gear Box 

Inspection 
Action

 
 

Input pinion 
replaced with 
bearing

Intermediate 
gear replaced 
with bearing

Gear box oil 
replacement 
done on 25
Sept 2019

 

Wear particle concentration (WPC) is 
452. Rubbing wear particles observed 
was rated moderate. Spherical particles 
are observed in various sizes and rated in 
few concentrations. Fatigue wear 
particles are measured up to 48 microns 

ze and concentration found Few. 
Laminar bearing wear particles are 
measured up to 68 microns in size as the 
particles was rated few to moderate. 
Cutting wear particles are found in traces 
measured to 16 microns in size and 
particles was rated few. Non-metallic 
crystal (sand/dirt) particles are observed 
was rated Few. Black oxides are 
observed was rated none to Few. 

One sided 
fretting mark 
observed on 
gear teeth, 
possible 
reason 
alignment 
problem, 
pinion was 
replaced 23rd 
Sept 2017. 
Noise and 
vibration 
level were 
also high 
during 
accumulator 
filling. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Replacement of POR 2 gear &bearing set and Alignment of gear set

148 
 

Action 

Input pinion 
replaced with 
bearing 

Intermediate 
gear replaced 
with bearing 

Gear box oil 
replacement 
done on 25th 
Sept 2019 

Replacement of POR 2 gear &bearing set and Alignment of gear set 
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Conclusion 

We have observed initially wear pattern is high and falls down with time and again rises. 
Wear pattern and gear box inspection also reveals different problem like lubrication 

starvation, gear misalignment, corrosion, seal damage, trapping of debris between 

tooth, spinning of bearings. Our objective is to do timely oil analysis and increase the 
frequency of oil testing and replacement of oil. This practice helped us to do timely 
replacement of components.   

For increasing oil replacement frequency, we planned to do replace gear box oil yearly 
instead of 4 years replacement plan. Collected oil to be filtered and tested and after 
maintaining oil quality by adding some amount fresh oil same oil to be reused.  

Life enhancement of oil recycling and reuse- 

Reason of gear oil replacement: -- 
 

1) Oil properties degraded. 
2) High moisture content 
3) Contents high wear particle generated inside gear box. 
4) Contents high non-metallic particles like sand. 

Undesirable effect of gear oil replacement: -- 
 

1) Huge cost (replacement of oil after every 4 years or before) 
2) Health and Environmental Issue. 

 

Figure 7- Checking Teeth contact by Prussian Blue Paint  

Figure 6- Gear Backlash Checking done after installing new 

gear set
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Solution 

 
Offline filtration of gear oil. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9- Off line filtration of gear oil 

Off line oil filtration serves dual purpose- 

1) Reduction in overall cost of maintenance. 
2) Reducing harmful impact on environment. 

First 300 litres of oil filter on Dec -2022, which was collected from Slitting and 

recoiling line coiler and re-coiler gear boxes. After filtration for seven days, sample oil 

was sent for oil analysis. Result shown, ferrous debris concentration reduced from 

57ppm to 3 ppm, and can be used further. 

Iron Particles from oil are collected 

Stainless 
Steel Tank 

Gear Box 

Contaminated Oil 
Collection of oil 

Suction 

Delivery 

Figure 8- Schematic Arrangement Ferrous Particle Separation 

Candle type 
Magnetic Cartridge 

Stainless Steel 
Tank 

Filtration of oil Collected Iron Particle 
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Way Forward 

Because of time lag between “oil sample collection, analysis and monitoring” & 
“corrective action” we allow forced deterioration unknowingly.  

Various online oil condition monitoring & analysis are evolved to reduce this time lag. We 
have started working on to adopt feasible online oil monitoring & analysis solution.  

Acknowledgement 

Authors would like to thanks Noria Publication for sharing different case studies, new 
technology development, bench mark data across industries and strategies on lubrication 
management.  

Reference 

1) A Tribute to Vernon C. Westcott, Inventor of the Ferrograph, By Teresa 
Hansen, Noria Corporation. 

2) Reducing Wear Particle Generation-By Ted Naman, ConocoPhillips Ken 
Nicholas, Schroeder Industries Richard Winslow, Pacificorp - Naughton Plant 

3) On-line and In-line Wear Debris Detectors: What's Out There? By SabrinGebarin 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



National Conference on Condition Monitoring (NCCM-2023), 27-28 April 2023 

 

152 
 

Intelligent Approach for Compound Fault Detection in Rolling Element 

Bearing using Sound Signals 

Mohd Atif Jamil, Sidra Khanam, Md Asif Ali Khan
 

Department of Mechanical Engineering 

Aligarh Muslim University 

Aligarh-202002, India 

Abstract 

Failure of Rolling Element Bearing (REB) may result in shutting down of rotating 

machinery, which could have an impact on the final cost and product quality. The vibration 

and sound signals of a rotating machine carry active information about its performance. 

Several publications in the literature discuss the appropriateness of vibration signals for 

defect diagnosis applications, however, the transducer/accelerometer utilized is expensive. 

This hinders small-scale businesses and inexpensive equipment from employing diagnostic 

tools due to cost. On the other hand, sound signal acquisition transducers/microphone can 

be found at a reasonable price. Hence, research into the application of sound signals for 

fault diagnosis applications is quite significant. Artificial Neural Networks (ANN) are 

increasingly used, redefining the state-of-the-art in fault diagnosis and classification as 

Machine Learning (ML) enters the field of health monitoring of mechanical systems. A 

real-time fault detection approach for REBs based on the ANN algorithm utilizing sound 

signals is presented in this paper. The experimental sound data of several fault categories 

including healthy bearing, inner race defect, outer race defect and coexisting defects is 

captured using a microphone on a laboratory bearing test rig.  In the quest of a 

combination of these parameters that yield the maximum performance in defect diagnosis, 

hidden layer count, layer size, and activation function of  the ANN model are all tuned. It 

was possible to achieve a fault classification accuracy of maximum 86.5% using a single 

hidden layer with a size of 10 and the Tanh activation function, demonstrating the 

usefulness of sound signals. 

Keywords – bearing defect, sound signal, feature extraction, ANN, fault detection  

Introduction 

Rolling element bearings (REBs) are essential components of rotary machinery in various 
production sectors.  While permitting relative positioning and rotational motion, the 
bearings often transfer a load between shaft and its housing. Because bearings are 
necessary for the majority of rotating machinery and are a crucial part of them, the 
standards for them are growing more stringent every day. The bearing defects, if identified 
promptly can help avoid accidents. To prevent malfunctions and breakdowns while these 
bearings are in operation, appropriate methods for their condition monitoring and fault 
identification must be developed. The progress of ML in the last several years has 
increased the effectiveness of an intelligent approach of finding the REBs defect using 
vibration [1], thermal imaging, motor current and acoustic data [2]. A study has conducted 
out to examine the effect of surface defects in sliding and rolling contacts on noise 
generation [3]. The results exhibited that the overall noise level of a system increases along 
with system roughness. Measuring the discrete frequency patterns and overall noise level 
can provide information about the surface quality of the contacting pair because the noise 
level increases with the ageing of fine surfaces and decreases with the ageing of rough 
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surfaces. The statistical information from sound waves was employed in an experimental 
investigation to determine the best machining settings [4]. The machining process features 
of flank wear, surface roughness, chip morphology, and built-up edge development, 
highlighting the impact of sound signal, were explored. The statistical parameter estimation 
approach was used in a study on the use of sound pressure and vibration data to detect 
faults in rolling element bearings [5]. In their analysis, the authors used well-known 
statistical metrics including the crest factor, the distribution of moments, which includes 
kurtosis and skewness, and also other factors derived from the beta distribution functions. 
The results showed the kurtosis and crest factors of sound and vibration signals to be 
providing more helpful diagnostic information than the beta function parameters, and this 
study recommends the use of sound signals. The reference [6] provided the results of a 
summary dot pattern (SDP) method for failure diagnostics of fan bearings using sound 
signals. The SDP approach envisioned turning sound signals into diagrams that could be 
used to visually identify between healthy and defective bearings.  

An experimental study showed that acoustic and vibration signals work well together to 
identify a variety of defects in two-stage gearboxes [7]. When the outcomes of acoustic 
signal analysis and vibration signal analysis were examined, it was discovered that acoustic 
signals are particularly effective for the early detection of faults in rotating machine 
elements. For the purpose of defect diagnosis employing a machine learning approach, a 
study was presented employing sound data obtained from the near field region of bearings 
in both healthy and the simulated faulty conditions [8]. Sound signals were used to extract 
descriptive statistical features, thereby employing decision tree for classification of healthy 
and faulty bearings. A review study is presented on utilizing sound and acoustic emissions 
for the condition monitoring and fault diagnosis of bearings, highlights the benefits and 
limitations of the technique [9]. The authors of [10] proposed an approach for identifying 
bearing defects by employing sound quality metrics that were extracted from the recorded 
signals and provided a descriptive analysis for five bearing conditions. The proposed 
method was experimentally validated using a variety of microphones and background 
conditions. Despite of a drawback of being its sensitivity to outside noise, the simplicity of 
sound signal, low-cost system, easy installation and flexibility in the placement of the 
microphones to put anywhere near the target component are some benefits of this 
technology [11]. Nevertheless, the described efforts employed traditional methods, 
intelligent automated fault diagnostic systems are required.  

In this paper, an effort is made to use sound signals for bearing defect diagnostics in an 
effort to lower the cost of the transducer. Statistical features like mean, RMS, peak 
frequency, and kurtosis, were employed to extract some significant traits.   Classification of 
fault categories was carried out using ANN classifier by training it with chosen statistical 
features, and the outcomes and related discussions are presented. 

ANN classifier 

A neural network made of artificial neurons is among the most suitable machine learning 
models.  A neural network, which takes its inspiration from the human brain, comprises of 
densely connected neural networks of neurons that link inputs to desired outputs. A neuron 
is the simplest type of processing unit that may be joined to other neurons to form a neural 
network that processes data in a similar manner that of a human brain. As depicted in Fig. 
1, neural networks feature input and output layers as well as a hidden layer that, in many 
circumstances, comprises of units that transform the input into something the output layer 
may employ. 
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Fig. 1. Architecture 

The input set is sent via a nonlinear filter called an activation function or transfer function, 
which releases the output, making it an ideal machine learning technique for discovering 
patterns that are either too complex 

¯ = É
Where, ¯ is the total input received by the summation unit, 
inputs to ANN. 

In an ANN, input vectors and their corresponding target vectors a
network until it can estimate a function and accurately link input vectors to certain output 
vectors. 

Experimental setup and methodology

 

Fig. 2 shows the rolling element bearing test rig used for acquiring the experimental data in
this work. Testing is done on four sets of deep groove ball bearings (FAG 808326). The 
shaft rotates at a speed of 2880 RPM. Healthy bearings, inner race faults, and outer race 
faults and coexisting faults are the fault conditions examined.

Fig. 2. Rolling element bearing test rig used to capture sound signals.

A PCB Piezotronics 130F20 microphone installed
used to record sound signals, sampled at a rate of 51.2 kHz. The signals were recorded 
independently for each case, while operating under the identical conditions, after the 
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Architecture of an Artificial Neural Network. 

The input set is sent via a nonlinear filter called an activation function or transfer function, 
which releases the output, making it an ideal machine learning technique for discovering 
patterns that are either too complex or arduous for a human to identify. 

É��� + É��� 	+ ⋯ +	É��� = 	 É���
�

���  

is the total input received by the summation unit, É�, the weights, and 

In an ANN, input vectors and their corresponding target vectors are utilized to train the 
network until it can estimate a function and accurately link input vectors to certain output 

Experimental setup and methodology 

Fig. 2 shows the rolling element bearing test rig used for acquiring the experimental data in
this work. Testing is done on four sets of deep groove ball bearings (FAG 808326). The 
shaft rotates at a speed of 2880 RPM. Healthy bearings, inner race faults, and outer race 
faults and coexisting faults are the fault conditions examined. 

Rolling element bearing test rig used to capture sound signals.

A PCB Piezotronics 130F20 microphone installed close to the test bearing housing
sound signals, sampled at a rate of 51.2 kHz. The signals were recorded 

ndependently for each case, while operating under the identical conditions, after the 
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The input set is sent via a nonlinear filter called an activation function or transfer function, 
which releases the output, making it an ideal machine learning technique for discovering 

, the weights, and �� are the 

re utilized to train the 
network until it can estimate a function and accurately link input vectors to certain output 

Fig. 2 shows the rolling element bearing test rig used for acquiring the experimental data in 
this work. Testing is done on four sets of deep groove ball bearings (FAG 808326). The 
shaft rotates at a speed of 2880 RPM. Healthy bearings, inner race faults, and outer race 

 
Rolling element bearing test rig used to capture sound signals. 

close to the test bearing housing was 
sound signals, sampled at a rate of 51.2 kHz. The signals were recorded 

ndependently for each case, while operating under the identical conditions, after the 
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healthy bearing was swapped out for the faulty bearings. A healthy bearing was initially 
installed on the test rig. Single and multiple circular defects (pits)
outer raceway of the bearing are created using
are shown in Fig. 3. The diameter of the defects is about 1.8

Fig. 3. Single and multiple defects on bearing races (a) singl

defects on OR (c) three defects on OR (d) single defect on IR (e) two defects on IR (f) 

 

The steps of the methodology are illustrated by Fig. 

to collect the sound signals of healthy and defective bearings. These are then integrated in 

the MATLAB as a data ensemble of fault classes. Thereafter, a number of time

frequency domain features, including Root Mean Square (RMS), Kurtosis, Skewness, and

Peak frequency are extracted from the data ensemble.

Fig. 4. Steps involved in the methodology used for bearing fault detection

The ANN architecture is then adjusted in terms 

hidden layers, and their size. After that, the classifier is trained with the time and 

frequency-domain features that were extracted. Next, the fault classification accuracy along 

with other associated ML metrics are used to assess the model performan

is a detailed description of the method employed in this work.

Preparation of data 

The sound signals are required for the training of ANN classifier in order to monitor the 

condition of rolling bearing. Data can be gathered from any indus

operation or may be produced 
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healthy bearing was swapped out for the faulty bearings. A healthy bearing was initially 
installed on the test rig. Single and multiple circular defects (pits) in the inn

of the bearing are created using Electro Discharge Machining (EDM). These 
are shown in Fig. 3. The diameter of the defects is about 1.8 mm. 

 
Single and multiple defects on bearing races (a) single defect on OR (b) two 

defects on OR (c) three defects on OR (d) single defect on IR (e) two defects on IR (f) 

three defects on IR. 

The steps of the methodology are illustrated by Fig. 4. First, the experimental setup is used 

t the sound signals of healthy and defective bearings. These are then integrated in 

the MATLAB as a data ensemble of fault classes. Thereafter, a number of time

frequency domain features, including Root Mean Square (RMS), Kurtosis, Skewness, and

Peak frequency are extracted from the data ensemble. 

Steps involved in the methodology used for bearing fault detection

using ANN classifier. 

The ANN architecture is then adjusted in terms of activation function, the numbe

hidden layers, and their size. After that, the classifier is trained with the time and 

domain features that were extracted. Next, the fault classification accuracy along 

with other associated ML metrics are used to assess the model performance. The following 

is a detailed description of the method employed in this work. 

The sound signals are required for the training of ANN classifier in order to monitor the 

condition of rolling bearing. Data can be gathered from any industrial machine that is in 

produced in a lab using test rigs for several fault conditions. In the 
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healthy bearing was swapped out for the faulty bearings. A healthy bearing was initially 
inner raceway and 

Electro Discharge Machining (EDM). These 

e defect on OR (b) two 

defects on OR (c) three defects on OR (d) single defect on IR (e) two defects on IR (f) 

. First, the experimental setup is used 

t the sound signals of healthy and defective bearings. These are then integrated in 

the MATLAB as a data ensemble of fault classes. Thereafter, a number of time-domain and 

frequency domain features, including Root Mean Square (RMS), Kurtosis, Skewness, and 

 

Steps involved in the methodology used for bearing fault detection 

of activation function, the number of 

hidden layers, and their size. After that, the classifier is trained with the time and 

domain features that were extracted. Next, the fault classification accuracy along 

ce. The following 

The sound signals are required for the training of ANN classifier in order to monitor the 

trial machine that is in 

in a lab using test rigs for several fault conditions. In the 
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current study, the experimental setup, which includes a bearing test rig and a provision for 

mounting a microphone, is used to collect sound data of healthy and defective bearings. 

The arrangement is depicted in Fig. 2. It contains data on both good bearing and faulty 

bearings with defects of various types and their combinations. Using MATLAB, several 

faults are selected and integrated into a data ensemble. Table 1 provides the specifics of 

these defect categories. 

Table 1. Description of data taken for bearing fault classification. 

Shaft Speed 

(RPM) 

Radial 

Load (N) 

Fault 

designation 

Fault  

description 

Fault  

code 

Fault  

class 

2880 

210 
(Inclusive 
of hanger 
mass) 

H_0 Healthy 1 NA 

IR_1 Single IR defect 2 Single defect 

IR_2 Two IR defects 3 
Multiple defects 

IR_3 Three IR defects 4 

OR_1 Single OR defect 5 Single defect 

OR_2 Two OR defects 6 
Multiple defects 

OR_3 Three OR defects 7 

IR1 + OR1 OR & IR defect 8 

Coexisting 
defects 

IR1 + OR2 OR & IR defect 9 

IR2 + OR2 OR & IR defect 10 

IR3 + OR3 OR & IR defect 11 

In the present bearing fault data, the fault class is regarded as single when either of the 

inner and outer races has a single defect. The category of multiple defects is the condition 

when inner race or outer race these two or three defects. However, the faults are considered 

to be coexisting in nature when different single or multiple defects occur on both the inner 

race and the outer race. 

Extraction of fault features 

Time as well as frequency-domain fault features are extracted after the data ensemble has 

been prepared. Mean, standard deviation, shape factor, kurtosis, crest factor, impulse 

factor, signal-to-noise ratio (SNR), and peak amplitude are a few of these features. In order 

to train the ML classifier with relevant features, the features are ranked by their relative 

importance using ANOVA technique. 

Customization of the classifier 

This step involves the tuning of ANN classifier with its activation function, hidden layer 

count and their size. Different instances by changing these variables are taken into account 

while assessing the effectiveness of the ANN model in classifying fault types. Tanh, ReLU, 

and Sigmoid are the three activation functions employed. With layer sizes of 10, 25, and 

100, single-layered, bi-layered, and tri-layered ANNs are used. 
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Model training 

Once the model is customized, the k-fold cross-validation method is used to train using the 
extracted fault features. The dataset is divided into k equal-sized folds (subsets) at random 
using this method. The model is trained using the remaining k-1 folds following the 
selection of one subset as the holdout (test) set. The process is repeated k times with a 
different holdout set every time. The 550 total data samples are divided into five equal-
sized folds for the purpose of the current analysis, each of which contains 110 random sub-
datasets. This is accomplished by using 5-fold cross-validation. 

Results and discussion 

According to methodology outlined in Fig. 4, the fault classification performance outcomes 
of the ANN classifier, attained with different combinations of activation function, hidden 
layer count, and layer size, are provided in Table 2. The highest level of accuracy obtained 
is 86.5%. Figs. 5, 6, and 7 illustrate the related confusion matrices for cases 1, 4, and 6, 
respectively, displaying the actual as well as predicted fault classes. Depending on the 
training time of the model, the cases producing the same accuracy might be further 
evaluated. 

Table 2. Performance of ANN classifier in classifying bearing compound faults with 
different blends of activation function, hidden layer count, and the size of hidden layers. 

Case Activation function – ReLU, Hidden layer count – 1 

I 

Size of layer Accuracy Training time Prediction speed 

10 83.3 % 10.540 s 11000 Observations/s 

25 84.5 % 26.619 s 7300 Observations/s 

100 86.2 % 21.881 s 13000 Observations/s 

II 

Activation function – Sigmoid, Hidden layer count – 1 

Size of layer Accuracy Training time Prediction speed 

10 80.2 % 50.308 s 9500 Observations/s 

25 79.8 %  48.100 s 6900 Observations/s 

100 80.0 % 44.553 s 7800 Observations/s 

III 

Activation function – Tanh, Hidden layer count – 1 

Size of layer Accuracy Training time Prediction speed 

10 79.8 % 40.271 s 6700 Observations/s 

25 82.0 % 37.216 s 13000 Observations/s 

100 86.0 % 49.938 s 4800 Observations/s 

IV 

Activation function – ReLU, Size of layer – 10 

Hidden layer 

count 
Accuracy Training time Prediction speed 

1 86.5 % 66.001 s 9900 Observations/s 

2 83.3 % 10.540 s 11000 Observations/s 

3 82.5 % 28.803 s 7300 Observations/s 
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V 

Activation function –

Hidden layer 

count 
Accuracy

1 83.1 %

2 85.8 %

3 84.4 %

VI 

Hidden layer count – 

Activation 

Function 
Accura

ReLU 81.1 %

Sigmoid 76.0 %

Tanh 81.5 %

 
The confusion matrices for Case I
hidden layer, a ReLU activation function, and 
respectively. The equivalent accuracies
matrices with the ReLU activation function,
each are shown in Fig. 6 (Case IV), The respective accuracy values
82.5 %. The confusion matrices shown in Fig. 7 for case VI, corresponds to bi
ANN (two hidden layers), each of the size 25, and (a) ReLU, (b) Si
the activation functions. The related accuracies are 81.1%, 76.0%, and 81.5%. 

Fig. 5. Confusion matrices for One fully connected layer, ReLU activation function, 

and layer size (a) 10 (b) 25 (c) 100.

Fig. 6. Confusion matrices for Tanh activation function and (a) 1 (b) 2 (c) 3 

 connected layers of layer size 10 each. 
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– ReLU, Size of layer – 100 

Accuracy Training time Prediction speed

83.1 % 16.579 s 7500 Observations/s

85.8 % 22.079 s 4500 Observations/s

84.4 % 39.224 s 11000 Observations/s

 2, Size of layer – 25 

Accuracy Training time Prediction speed

81.1 % 31.804 s 14000 Observations/s

76.0 % 36.311 s 10000 Observations/s

81.5 % 36.605 s 13000 Observations/s

The confusion matrices for Case I are displayed in Fig. 5 which correspond to
hidden layer, a ReLU activation function, and a layer size of (a) 10, (b) 25, and (c) 100, 
respectively. The equivalent accuracies are 83.3%, 84.5%, and 86.2%. The confusion 

activation function, (a) 1, (b) 2, and (c) 3 hidden layer
are shown in Fig. 6 (Case IV), The respective accuracy values are 86.5 %, 83.3 %, and 

82.5 %. The confusion matrices shown in Fig. 7 for case VI, corresponds to bi
ANN (two hidden layers), each of the size 25, and (a) ReLU, (b) Sigmoid, and (c) Tanh, 
the activation functions. The related accuracies are 81.1%, 76.0%, and 81.5%. 

Confusion matrices for One fully connected layer, ReLU activation function, 

layer size (a) 10 (b) 25 (c) 100. 

Confusion matrices for Tanh activation function and (a) 1 (b) 2 (c) 3 

connected layers of layer size 10 each.  
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Prediction speed 

7500 Observations/s 

4500 Observations/s 

11000 Observations/s 

Prediction speed 

14000 Observations/s 

10000 Observations/s 

13000 Observations/s 

are displayed in Fig. 5 which correspond to a single 
layer size of (a) 10, (b) 25, and (c) 100, 

are 83.3%, 84.5%, and 86.2%. The confusion 
hidden layers of size 10 
are 86.5 %, 83.3 %, and 

82.5 %. The confusion matrices shown in Fig. 7 for case VI, corresponds to bi-layered 
gmoid, and (c) Tanh, 

the activation functions. The related accuracies are 81.1%, 76.0%, and 81.5%.  

 
Confusion matrices for One fully connected layer, ReLU activation function, 

 
Confusion matrices for Tanh activation function and (a) 1 (b) 2 (c) 3 fully 
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Fig. 7. Confusion matrices for Two fully connected layers of size 25 each,

for (a) ReLU (

It is noteworthy that two sub cases of cases II and III (shown by the yellow cells in Table 2) 
have the same classification accuracy of 79.8%. In order to choose which of the two 
scenarios is better, there must be 
training time of 40.271 seconds
for the sub case of the first cell. As a result, for the 
current study, Tanh activation function with one hidden layer of size 10 would result in the 
classifier learning the fastest. 

Conclusion 

The classification of rolling element bearing faults using an ANN classifier is examined 

while taking into account multiple defect

features are retrieved from the ensemble of bearing sound signals in order to train the ANN 

model with different blends of activation functions, number of hidden layers, and their size. 

The major variables used to assess the performance of the ANN model are classification 

accuracy, training time, and the prediction speed. In instance, the accuracy for a few cases 

is the same, the training time aids in identifying the better model. The current analysis 

found that when the ANN model is customized with one fully connected layer of size 10 

and the ReLU activation function, it performs the best in classifying the bearing defects 

with a classification accuracy of 86.5%. It is anticipated that the proposed approach woul

find widespread use in actual industrial equipment for the precise identification of bearing 

faults. To enhance the fault diagnosis performance, other sound signal

be examined in the near future, and defects in other rotating machine 

investigated by conducting experiments in various background noise situations.
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Confusion matrices for Two fully connected layers of size 25 each,

for (a) ReLU (b) Sigmoid (c) Tanh activation functions.

It is noteworthy that two sub cases of cases II and III (shown by the yellow cells in Table 2) 
have the same classification accuracy of 79.8%. In order to choose which of the two 
scenarios is better, there must be another performance criterion. As an illustration, the 
training time of 40.271 seconds for the second cell is shorter, as opposed to 48.100 seconds 
for the sub case of the first cell. As a result, for the dataset taken into consideration in the 

dy, Tanh activation function with one hidden layer of size 10 would result in the 
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It is noteworthy that two sub cases of cases II and III (shown by the yellow cells in Table 2) 
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another performance criterion. As an illustration, the 
as opposed to 48.100 seconds 

dataset taken into consideration in the 
dy, Tanh activation function with one hidden layer of size 10 would result in the 
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Abstract 

In integrated steel plant, Sinter Plant plays an important role in providing sinter as raw 

material to the Blast Furnaces. Any unplanned outage of Sinter Plant leads to loss of hot 

metal production rate and impacts the quality of hot metal. In sintering process, after sinter 

machine, hot sinter is screens as per process requirement. Further, over size material goes 

to Blast Furnace and under size material returns to silo and finally reused for sinter 

making process.  

Vibratory screens are used for this purpose and the exciter gearbox generates the 

excitation force in the screen due to unbalanced masses. The reliability of the exciter 

gearbox is very important for screen availability. The exciter gearbox is mounted on the 

screen console beam at 45 - 55 degrees in inclined/decline orientation which varies as per 

screen design. Because of this, oil level cannot be checked in running condition. The failure 

of bearing of exciter gearbox  was the chronic issue at Sinter plant. Therefore, detailed 

Root Cause Failure Analysis has been carried out and recommendations implemented. The 

study has been done in followings aspect which has been addressed in this paper. 

Inadequate lubrication system & dust contamination were the main root cause of this case.  

• Calculation for correct size of Exciter gearbox 

• Exciter gearbox Unbalanced mass tuning  

• Gearbox lubricant type, grade, filling quantity, refilling frequency, & filling 

standard procedure 

• Gearbox lubricant & Ferrography analysis   

• Importance of presence of sinter dust contamination in gearbox oil 

Keywords: Vibratory screen, Exciter gearbox condition monitoring , Oil analysis 

Introduction 

Exciter gearbox: 

These comprises of two shafts fitted with segments, rotated in opposite direction through a 

set of gears and generates linear motion. These exciters are used particularly for very heavy 

duty applications & fitted with special vibration duty bearings. 



National Conference on Condition Monitoring (NCCM-2023), 27-28 April 2023 

 

162 
 

Operating principle: 

The centrifugal force components F1 and F2 acting in the direction a-a add up to the 

resultant force Fres. The components occurring in direction b-b eliminate one another. 

Static moment: 

An important characteristic of the exciter is the so called static moment. In place of the 

static moment, the “working moment” is frequently indicated. The working moment is 

double the static moment. Static moment is the weight of the segments multiplied by its 

center of gravity radius. Normally, it is indicated in kgcm. The static moment and the 

centrifugal force generated by the exciter can be adjusted in the shutdown state by 

removing or adding unbalance masses. 

         

 

The general arrangement of drive components of Vibratory screen (Fig.-2) and location of 

failed exciter gearbox (Fig.-3) are  shown in the below figure- 

 

  

 

Internal arrangement of Exciter gearbox (DF 601 V) is shown in figure 4. 

Motor -55 KW 

Primary cardan 

shaft-GE 6.0 

DE side EGB- 

DF 601 V 

NDE side EGB-

DF 601 V 

Intermediate cardan 

shaft-GK 6Z 

Failed exciter 

gearbox 

Failed bearing 

location 

Fig.-2 GA of drive components of Screen 

Fig.-1  Exciter gearbox working principle 

Fig.-3 Location of failed gearbox 
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Key observation: 

Both gears (long & short shaft gear, helical gear type) were checked, and 5 

gear (long shaft gear) were found to be in broken condition. Spalling and pitting marks 

were also observed on the same zone (Fig.

(short shaft gear, Fig.-6) and rest teeth of drive gear was ok.  

 

Observation on bearing & housing assembly (failed, long shaft free bearing) 

• Heating (blackish colour)/burning (bluish colour) marks were observed on the outer 

surface of the bearing outer ring (Fig.

Long shaft 

Fixed bearing

Pitting & spalling marks 

Fig.-4 Exciter gearbox internal arrangement

Fig.-5 deep spalling & pitting marks
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& short shaft gear, helical gear type) were checked, and 5 

gear (long shaft gear) were found to be in broken condition. Spalling and pitting marks 

were also observed on the same zone (Fig.-5). Physical condition of the pinion gear teeth 

6) and rest teeth of drive gear was ok.   

 

Observation on bearing & housing assembly (failed, long shaft free bearing) 

Heating (blackish colour)/burning (bluish colour) marks were observed on the outer 

uter ring (Fig.-7 (A). 

Short shaft 

Fixed bearing  

Free bearing 

(failed bearing) 

Pitting & spalling marks  

4 Exciter gearbox internal arrangement 

5 deep spalling & pitting marks Fig.-6 Short shaft ge
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& short shaft gear, helical gear type) were checked, and 5 -6 teeth of drive 

gear (long shaft gear) were found to be in broken condition. Spalling and pitting marks 

5). Physical condition of the pinion gear teeth 

 

Observation on bearing & housing assembly (failed, long shaft free bearing)  

Heating (blackish colour)/burning (bluish colour) marks were observed on the outer 

6 Short shaft gear 



National Conference on Condition Monitoring (NCCM

 

• Heavy dust deposition was observed (Fig.

• Spalling marks observed on the rolling elements (spherical rollers) (Fig.

• Carbon deposition (oil & felt ring burning deposition) was observed on the inside of 

dynamic labyrinth seal & oil splash ring (Fig.

• Felt ring got ignited completely, only the residual was found in end cover (Fig.

 

 

 

 

Oil splash ring

Carbon deposition on dynamic 

labyrinth seal & oil splash ring
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Heavy dust deposition was observed (Fig.-7 (A) & (B). 

Spalling marks observed on the rolling elements (spherical rollers) (Fig.

Carbon deposition (oil & felt ring burning deposition) was observed on the inside of 

c labyrinth seal & oil splash ring (Fig.-7 (E).  

Felt ring got ignited completely, only the residual was found in end cover (Fig.

 

 

 

Deep spalling 

marks 

Dust contaminants 

Burnt felt ring

Oil splash ring 

Carbon deposition on dynamic 

labyrinth seal & oil splash ring 

Fig.-7 Failed bearing 
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Spalling marks observed on the rolling elements (spherical rollers) (Fig.-7 (C) & (D) . 

Carbon deposition (oil & felt ring burning deposition) was observed on the inside of 

Felt ring got ignited completely, only the residual was found in end cover (Fig.-7 (F). 

 

 

 
Burnt felt ring 
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Analysis: 

1.1 Calculation for Correct Size of Exciter Gearbox

As per GA drawing of vibratory scre

Weight of screen assembly (with screen deck) in Kg = 18800

Total weight of exciter gearbox in Kg = Weight X No. of exciter gearbox 

Total weight to be vibrated = Weight of screen assembly + Total weight of exciter gearbox 

Amplitude = 2 X stroke, Stroke

Required static moment = Total vibrating mass in Kg X Stroke in cm

= 22000 in Kg X 0.6 cm 

= 13200 Kg-cm 

Static moment for each exciter = Total required static moment/ no. of exciter gearbox

= 13200 Kg-cm / 2 

= 6600 Kg-cm 

Selection of exciter gearbox can be done as per chart 1. 

For this case, size checked and found DF 601V which is okay for this application.

 

 

Chart 1: Directional Force Exciter Static Moments in K
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1.1 Calculation for Correct Size of Exciter Gearbox 

As per GA drawing of vibratory screen 

Weight of screen assembly (with screen deck) in Kg = 18800 

Total weight of exciter gearbox in Kg = Weight X No. of exciter gearbox  

Total weight to be vibrated = Weight of screen assembly + Total weight of exciter gearbox 

Amplitude = 2 X stroke, Stroke = Amplitude/2 in mm  

Required static moment = Total vibrating mass in Kg X Stroke in cm 

Static moment for each exciter = Total required static moment/ no. of exciter gearbox

exciter gearbox can be done as per chart 1.  

For this case, size checked and found DF 601V which is okay for this application.

 

Chart 1: Directional Force Exciter Static Moments in Kgcm 
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Total weight to be vibrated = Weight of screen assembly + Total weight of exciter gearbox  

Static moment for each exciter = Total required static moment/ no. of exciter gearbox 

For this case, size checked and found DF 601V which is okay for this application. 
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1.2 Exciter Gearbox Unbalanced Mass Tuning: 

Mass tuning (mounting sequence, installed quantity and Material of Construction

additional cylindrical masses was checked and found identical for all four segments of 

failed Exciter Gearbox (Fig.- 8 (A) & (B).

 

 

1.3 Lubrication interval 

As per drawing, exciter gearbox oil should be changed every 1000 operating hou

days or on the abnormality of oil/

replacement history of last two years was checked in department record and it was found 

that oil was changed several times (10 out of 16 times)  after OEM reco

frequency.  

 

60% times beyond recommended interval

Additional cylindrical masses

Graph

8 (A) Fixed side 
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1.2 Exciter Gearbox Unbalanced Mass Tuning:  

Mass tuning (mounting sequence, installed quantity and Material of Construction

additional cylindrical masses was checked and found identical for all four segments of 

8 (A) & (B). 

 

As per drawing, exciter gearbox oil should be changed every 1000 operating hou

days or on the abnormality of oil/ ferrography analysis report, but in this case, oil 

replacement history of last two years was checked in department record and it was found 

that oil was changed several times (10 out of 16 times)  after OEM reco

Servo Mesh plus 220 

60% times beyond recommended interval 

Additional cylindrical masses 

8 (B) Free side

Graph-1 Line graph of oil replacement history 
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Mass tuning (mounting sequence, installed quantity and Material of Construction) of all 

additional cylindrical masses was checked and found identical for all four segments of 

 

As per drawing, exciter gearbox oil should be changed every 1000 operating hours / 40-45 

ferrography analysis report, but in this case, oil 

replacement history of last two years was checked in department record and it was found 

that oil was changed several times (10 out of 16 times)  after OEM recommended 

 

Castrol 

Opti gear 

BM 220 
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In this failure, the last oil replacement was done on 07.12.2020. After that, oil was not 

changed until failure (03.02.2021). It means that the EGB oil had already crossed 58 days. 

Therefore, oil should have been changed which was n

samples of EGB were not sent to lab for oil analysis for the past one year. 

1.4 Selection of lubricant: 

Type of lubricant was checked and found as per OEM recommended oil (Castrol Opti Gear 

BM 220). However, same oil 

was being used as lubricant which was an old generation oil (less oxidation stability and EP 

additives compared to new generation oil). 

It means that the failed EGB was run over more than 90% of

days) with Servo Mesh Plus 220 oil, which would have also adversely affected the gearbox 

(breakage of Elastic hydrodynamic lubrication (EHL) film).

1.5 Lubrication starvation: 

Oil level of the exciter gearbox is maintained 225

obtained by filling 9 to 9.5 litres of oil in the gearbox which is found as per drawing. 

1.6 Contaminants ingression:

After the failure, the oil sample was taken from the failed exciter gearbox and oil & 

ferrography analysis was done at lab. Contaminants were observed in the oil sample. 

Failed EGB was dismantled at assembly shop and heavy dirt contaminants were observed 

in the failed bearing. However, it was also seen in small quantities in the other three 

bearings. 

 
Fig.
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In this failure, the last oil replacement was done on 07.12.2020. After that, oil was not 

changed until failure (03.02.2021). It means that the EGB oil had already crossed 58 days. 

Therefore, oil should have been changed which was not done. It is also observed that oil 

samples of EGB were not sent to lab for oil analysis for the past one year.  

Type of lubricant was checked and found as per OEM recommended oil (Castrol Opti Gear 

BM 220). However, same oil is being used since Nov’20. Earlier, Servo Mesh Plus 220 oil 

was being used as lubricant which was an old generation oil (less oxidation stability and EP 

additives compared to new generation oil).  

It means that the failed EGB was run over more than 90% of service days (734 out of 809 

days) with Servo Mesh Plus 220 oil, which would have also adversely affected the gearbox 

(breakage of Elastic hydrodynamic lubrication (EHL) film). 

 

Oil level of the exciter gearbox is maintained 225-230 mm (dip stick reading). It is 

obtained by filling 9 to 9.5 litres of oil in the gearbox which is found as per drawing. 

1.6 Contaminants ingression: 

After the failure, the oil sample was taken from the failed exciter gearbox and oil & 

ysis was done at lab. Contaminants were observed in the oil sample. 

Failed EGB was dismantled at assembly shop and heavy dirt contaminants were observed 

in the failed bearing. However, it was also seen in small quantities in the other three 

 

Dust contaminants 

Fig.-9  Presence of contaminants  
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In this failure, the last oil replacement was done on 07.12.2020. After that, oil was not 

changed until failure (03.02.2021). It means that the EGB oil had already crossed 58 days. 

ot done. It is also observed that oil 

 

Type of lubricant was checked and found as per OEM recommended oil (Castrol Opti Gear 

is being used since Nov’20. Earlier, Servo Mesh Plus 220 oil 

was being used as lubricant which was an old generation oil (less oxidation stability and EP 

service days (734 out of 809 

days) with Servo Mesh Plus 220 oil, which would have also adversely affected the gearbox 

230 mm (dip stick reading). It is 

obtained by filling 9 to 9.5 litres of oil in the gearbox which is found as per drawing.  

After the failure, the oil sample was taken from the failed exciter gearbox and oil & 

ysis was done at lab. Contaminants were observed in the oil sample.  

Failed EGB was dismantled at assembly shop and heavy dirt contaminants were observed 

in the failed bearing. However, it was also seen in small quantities in the other three 
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Lubricating holes of the failed bearing housing were also checked and 4 out of  6 were 

found to be in clogged condition. Same was checked of remaining three housings and 

found okay. 

 

After failure, bearing RIC of all four bearings was measured and f

failed bearing, while 0.15 mm for the other three bearings. Deep spalling marks were also 

noticed on the same failed bearing.

 

It reveals that due to heavy dust ingression (highly abrasive sinter dust), spalling marks 

were initiated resulting in increased bearing RIC. 

However, Since Feb’20, the oil sample was not sent to lab for oil/

result of which the presence of contaminants could not be revealed at that time. 

Further, oil was also not changed in time 

(breakage of Elasto hydrodynamic lubrication (EHL) film as Servo oil having less 

oxidation stability and EP additives compared to new generation oil). 

There are two possibility of contaminants ingression:

1.6.1 Ineffective sealing:   

Felt ring (asbestos type) is provided between static & dynamic labyrinth seal to prevent oil 

leakage/dust ingress.  

Fig.
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Lubricating holes of the failed bearing housing were also checked and 4 out of  6 were 

found to be in clogged condition. Same was checked of remaining three housings and 

 

After failure, bearing RIC of all four bearings was measured and found to be 0.55 mm  for 

failed bearing, while 0.15 mm for the other three bearings. Deep spalling marks were also 

noticed on the same failed bearing. 

It reveals that due to heavy dust ingression (highly abrasive sinter dust), spalling marks 

ed resulting in increased bearing RIC.  

However, Since Feb’20, the oil sample was not sent to lab for oil/ ferrography analysis, as 

result of which the presence of contaminants could not be revealed at that time. 

Further, oil was also not changed in time which would have increased bearing RIC 

(breakage of Elasto hydrodynamic lubrication (EHL) film as Servo oil having less 

oxidation stability and EP additives compared to new generation oil).  

There are two possibility of contaminants ingression:- 

Felt ring (asbestos type) is provided between static & dynamic labyrinth seal to prevent oil 

Clogged lubrication  

holes 

Fig.-10 Clogged oil lubrication holes  
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Lubricating holes of the failed bearing housing were also checked and 4 out of  6 were 

found to be in clogged condition. Same was checked of remaining three housings and 

ound to be 0.55 mm  for 

failed bearing, while 0.15 mm for the other three bearings. Deep spalling marks were also 

 

It reveals that due to heavy dust ingression (highly abrasive sinter dust), spalling marks 

ferrography analysis, as 

result of which the presence of contaminants could not be revealed at that time.  

which would have increased bearing RIC 

(breakage of Elasto hydrodynamic lubrication (EHL) film as Servo oil having less 

Felt ring (asbestos type) is provided between static & dynamic labyrinth seal to prevent oil 
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After failure, all four segments were inspected. Heavy abrasive wear marks & step 

formation were observed on the end points of the both swing segments of long shaft (Fig.-

10). While both segments of short shaft were found in good condition. 

 

 

It indicates that both segments of long shaft were merged into sinter dust (highly abrasive), 

resulting in friction was happening in between contact area of segments and dust 

accumulation, during rotation. Due to this, long shaft was facing additional load resulting 

in the felt ring being suppressed and the radial gap between the two labyrinth seals 

increased. 

Dust was entered into housing from this space. However, after failure, felt ring was found 

in burnt condition. Felt ring of other side of long shaft was also inspected and found to be 

in little suppressed condition. Dust contaminants were also noticed in small quantity. 

1.6.2 Dust ingression during oil filling: 

As per OEM, during oil filling, funnel should be used with fine-meshed filter cloth which 

was not found in this case. 

The EGB oil is replaced at every shutdown and at that time, the equipment cleaning is also 

done by pressurized air blowing, resulting in increased possibility of dust entering the 

bearing housing. 

Same was happened in this case. Contaminants/dust might have entered during the filling 

of the oil as fine-meshed filter cloth was not being used. 

Conclusions: 

Based on the above analysis, it can be concluded that Exciter gearbox oil was not changed 

as per OEM recommended frequency (10 out of 16 times). Further, sinter dust ingression 

which was entered from the suppressed felt ring of labyrinth seal that  would have 

aggravated the failure. In order to avoid such premature failure followings guideline has 

been deployed- 

Fig-11 Abrasive wear marks  
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a) Exciter gearbox oil to be replaced as per OEM recommended frequency (1000 

service hours / 40 - 45 service days / based on oil & ferrography analysis report). 

b) Exciter gearbox bearing end covers & segment cleaning to be done in every 

shutdown by using cotton cloth. 

c) In every oil replacement, sample of the oil to be sent to lab for oil & ferrography 

analysis to detect oil & equipment condition. 

d) During oil changing, funnel to be used with fine-meshed filter cloth to avoid dust 

ingression. 

e) Before oil draining, oil level to be measured and recorded. 

f) Oil replacement history to be recorded. 
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Abstract 

The objective of this paper is to present a data-driven-based solution for condition 

monitoring of motors driving the rolls of the continuous galvanizing line (CGL) at Tata 

Steel Ltd. (TSL). An intelligent system has been developed to continuously monitor and 

diagnose time-series data of motor drive parameters (speed-load) with coil parameters 

(primary data input (PDI)) and process line parameters (tensiometer) and send alerts if a 

significant abnormal deviation in motor loads found from their historical trend for the 

same PDI. The process line processes five different grades of coils, resulting in a motor 

with a wide operating range. K-mean clustering is used, and two working states are 

defined for each motor for each coil grade. A lookup table (centroids of each cluster) is 

created to test the functionality of new data points. After clustering, multivariate outlier 

detection using Mahalanobis distance (MD) is performed to remove outliers from each 

cluster data set. The cleaned data set is then trained on a regression-type supervised 

learning to predict theoretical load in order to monitor the progression of severity, 

especially in the case of abnormal or outlier data points. The XG Boost was chosen as the 

final model because it was found to perform relatively well on both large and small 

datasets. This application was extremely useful to the plant's electrical maintenance team. 

The proposed study could help similar industries transition from conventional to smart 

process lines with Industry 4.0. 

Keywords: Condition monitoring (CM),Data-driven, K-mean clustering, Multivariate, 

Mahalanobis distance (MD), Industry 4.0. 

1. Introduction 

 Industry 4.0 has the potential to significantly increase productivity, work efficiency, 
and supply information for production management by automating, robotizing, and 
digitising human tasks to ensure increased production speed and efficiency [1]. Tata Steel, 
being a top leader in the steel industry, has embarked on the journey of Industry 4.0 as a 
business goal to improve product quality, productivity, cost and process safety, which 
remains the foremost goal of the company. The applications of industry 4.0 in 
manufacturing industries include cyber security, augmented reality, big data, autonomous 
robots, additive manufacturing, simulation, system integration, and cloud computing [2]. 
With the advent of sensor technology, various machine parameters are captured on a real-
time basis, resulting in a massive data lake. These data lake can be further formulated in an 
intelligent system to make an automatic decision on the health of the equipment. In the 
recent past, smart condition monitoring has gained popularity in which smart sensors are 
used to predict machine health status, asset utilization and failures in advance [3]. While 
various literature is available that discusses the scope or theoretical aspects of smart 
maintenance in industry, we aim to fill some gaps by presenting a complete solution to the 
real-life industrial problem of condition monitoring of CGL motors. 
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Condition monitoring of the induction motor is necessary for process safety and is directly 
linked to the productivity and uptime of the system [4]. The motors driving the CGL rolls 
at TSL are induction motors. Their failure results in 10 to 20 hours of down time or 
productivity loss, depending upon the location of the motor in the CGL process line. 
Speaking more specifically, bearing failure is the most common in motors, accounting for 
around 45% of all motor failures [5]. One of the reasons is that it is continuously subjected 
to mechanical stress and high vibration during operation [4]. Vibration-based condition 
monitoring using an accelerometer is the conventional approach for condition monitoring 
of rotating machines. In this approach, piezo-electric sensors are mounted on motor bearing 
casings and vibration is measured [6]. The time-series vibration value (accelerations) is 
converted into a frequency spectrum using the Fourier transform technique, and several 
fault frequencies like shaft rotational frequency, ball pass inner raceway, and outer raceway 
frequencies are calculated [7]. However, accelerometer sensors are very expensive, prone 
to faults, and their installation on machines is also specific; they are sensitive to corrosion 
and dusty environments [4]. Such failures can be categorised as failures from an internal 
source of the motor, caused by manufacturing error or degradation of material constituting 
the machine. Failure of a motor due to variations in load or power supply can be classified 
as an "external source failure" [5]. In the present work as well, the target is to detect the 
abnormal increase in motor load for a given PDI by comparing the load value with its 
historical trend. An incident involving a motor failure in the exit section of CGL has led to 
the trigger of this project. On further analysis, it was found that before failure, motor load 
had increased in the same PDI, and it continued to run and resulted in its failure. 
Additionally, the project does not have access to the specialised vibration sensors. This 
encourages us to use a machine learning strategy.  

The paper aims to contribute in two ways: 

1. This paper presents a methodology for diagnosing the health of CGL motors by 
condition monitoring in real time, motor-load value w.r.t coil grade (PDI 
information), and tensiometer readings in the time series domain. 

2. It will serve as a case study to strengthen the literature on the theoretical idea and 
application of Industry 4.0 in the manufacturing industry. Elements of Industry 4.0 
such as digitization, data acquisition, data analytics, etc. are also covered. 

2. Background and CGL process line 

A condition monitoring system's objective is to detect faults or anomalies. A defect can 
occur when an observed variable or calculated parameter deviates from a valid range. [8].It 
is uncommon for a faulty dataset to be available in a condition monitoring context. Data 
sets of healthy duration are gathered to address this, and significant deviation from this 
healthy zone is viewed as a signature of abnormal behaviour. In the present study as well, 
the collected dataset is unlabelled. However, we can manually make some labelling of the 
datasets collected over time because of the fact that mechanical devices operating under 
load or stress deteriorate over time. The author in [9] has explained a multi-state 
deterioration mechanism where machine may perform at an intermediate working state 
between healthy and failure working states. The data collected from multiple sensors can 
be used to create a virtual simulator for that machine to make future decisions by using 
data-driven machine learning techniques as it has information about machines in several 
operating states. In a data-driven approach, decision making solely depends on quantitative 
data. Hence, the data is of primary importance. But the operating states are not labelled or 
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visible to us directly, so they need to be defined manually. For this situation, an 
unsupervised learning algorithm tends to be the best fit. Data
like mean, standard deviation, maximum, root mean square, skewness, kurtosis, and many 
more can be used as feature extraction or condition monitoring indicators, and the same is 
described by the author in [10] for condition monitoring of rotary machines. 

Aside from that galvanizing is the process of applying a protective zinc coating to steel o
iron to prevent it from rusting. The hot
to pass steel strip continuously through a molten zinc bath at high speed. This method is 
known as "continuous galvanizing." To make the process continuous, the
are welded together [11]. The general schematic representation of the continuous 
galvanizing line is shown in Fig 1. It can be grouped into 4 sections: entry, process, 
furnace-galvanizing, and exit. In the entry section, there are two ent
E2), which allow continuous supply of a steel strip to the process line by welding their ends 
together. It is rotated by motors. The process section starts with cleaning and degreasing, 
soaking, and cooling of the coil. And then it pa
preheating and heating of the coil is done to increase the steel temperature to around 450ºC 
before it passes to a molten zinc pot. After this section, it passes through a skin pass mill to 
the exit section, where the coil is wrapped in the exit looper pay off reel (X1). The coil strip 
moves from entry to exit over rollers which are run by AC motors. For this project, 27 
critical motors have been selected for condition monitoring. The design and 
implementation approach have been shown only for the KA motor of the exit section in this 
paper. The same is applied to the remaining 27 motors. Motor feedback speed (rpm), load 
(%), tensiometer (kg/m2), and coil details are available as input features. There are a total 
of nine tension set point throughout the CGLprocess line to measure tension in the coil 
strip. 
 

 

 

 

Fig 1. General schematic layout of CGL

There are mainly five grades of coils (EIF, DQ, CQ, HSQ, and HIF) that get zinc coated 
through the galvanizing process line.
vary in each grade, and so does the motor load
respectively. From Fig 2.1, coil thickness varies from 0.6 to 1.8 mm in EIF grade and 
motor (KA) speed varies from 200 to 140

 

 

 
 

 
 

Fig 2.1. 3D scatter plot of KA motor (speed, load), w.r.t 
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directly, so they need to be defined manually. For this situation, an 
unsupervised learning algorithm tends to be the best fit. Data-driven statistical parameters 
like mean, standard deviation, maximum, root mean square, skewness, kurtosis, and many 

can be used as feature extraction or condition monitoring indicators, and the same is 
described by the author in [10] for condition monitoring of rotary machines. 

Aside from that galvanizing is the process of applying a protective zinc coating to steel o
iron to prevent it from rusting. The hot-dip method is used to coat zinc on steel. One way is 
to pass steel strip continuously through a molten zinc bath at high speed. This method is 
known as "continuous galvanizing." To make the process continuous, the
are welded together [11]. The general schematic representation of the continuous 
galvanizing line is shown in Fig 1. It can be grouped into 4 sections: entry, process, 

galvanizing, and exit. In the entry section, there are two entry pay off reels (E1, 
E2), which allow continuous supply of a steel strip to the process line by welding their ends 
together. It is rotated by motors. The process section starts with cleaning and degreasing, 
soaking, and cooling of the coil. And then it passes to the furnace galvanizing, where 
preheating and heating of the coil is done to increase the steel temperature to around 450ºC 
before it passes to a molten zinc pot. After this section, it passes through a skin pass mill to 

coil is wrapped in the exit looper pay off reel (X1). The coil strip 
moves from entry to exit over rollers which are run by AC motors. For this project, 27 
critical motors have been selected for condition monitoring. The design and 

have been shown only for the KA motor of the exit section in this 
paper. The same is applied to the remaining 27 motors. Motor feedback speed (rpm), load 

), and coil details are available as input features. There are a total 
tension set point throughout the CGLprocess line to measure tension in the coil 

Fig 1. General schematic layout of CGL 

There are mainly five grades of coils (EIF, DQ, CQ, HSQ, and HIF) that get zinc coated 
through the galvanizing process line. Coil parameters like width, thickness, and weight 
vary in each grade, and so does the motor load-speed, shown in Fig 2.1 and 2.2, 

From Fig 2.1, coil thickness varies from 0.6 to 1.8 mm in EIF grade and 
motor (KA) speed varies from 200 to 1400 rpm.  

 
Fig 2.1. 3D scatter plot of KA motor (speed, load), w.r.t  EIF coil thickness
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directly, so they need to be defined manually. For this situation, an 
driven statistical parameters 

like mean, standard deviation, maximum, root mean square, skewness, kurtosis, and many 
can be used as feature extraction or condition monitoring indicators, and the same is 

described by the author in [10] for condition monitoring of rotary machines.  

Aside from that galvanizing is the process of applying a protective zinc coating to steel or 
dip method is used to coat zinc on steel. One way is 

to pass steel strip continuously through a molten zinc bath at high speed. This method is 
known as "continuous galvanizing." To make the process continuous, the steel strip ends 
are welded together [11]. The general schematic representation of the continuous 
galvanizing line is shown in Fig 1. It can be grouped into 4 sections: entry, process, 

ry pay off reels (E1, 
E2), which allow continuous supply of a steel strip to the process line by welding their ends 
together. It is rotated by motors. The process section starts with cleaning and degreasing, 

sses to the furnace galvanizing, where 
preheating and heating of the coil is done to increase the steel temperature to around 450ºC 
before it passes to a molten zinc pot. After this section, it passes through a skin pass mill to 

coil is wrapped in the exit looper pay off reel (X1). The coil strip 
moves from entry to exit over rollers which are run by AC motors. For this project, 27 
critical motors have been selected for condition monitoring. The design and 

have been shown only for the KA motor of the exit section in this 
paper. The same is applied to the remaining 27 motors. Motor feedback speed (rpm), load 

), and coil details are available as input features. There are a total 
tension set point throughout the CGLprocess line to measure tension in the coil 

There are mainly five grades of coils (EIF, DQ, CQ, HSQ, and HIF) that get zinc coated 
Coil parameters like width, thickness, and weight 

speed, shown in Fig 2.1 and 2.2, 
From Fig 2.1, coil thickness varies from 0.6 to 1.8 mm in EIF grade and 

EIF coil thickness 
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The motor operating condition varies with thickness; for thicker coils, mostly galvanizing 
is done at a lower speed relative to thinner coils. For condition monitoring of the motor, the 
maintenance team suggested defining safe operating conditions for each motor and for each 
grade. Unfortunately, an unhealthy data set for the motors is not available. This leads to 
heading towards unsupervised machine learning techniques to explore historical data and 
define operating condition zones and safe operating limits. 

 

 

 

 

 

 

Fig 2.2. Scatter plot of load vs. speed of KA motor w.r.t EIF grade coil 

3. Methodology 

The fundamental infrastructure, including PLCs and an OPC server(iba PADU), was 
available at the start of this project. Any PLC can exchange data with OPC servers using 
the standard protocol known as OPC (Open Platform Communication). A server and client 
pair is used to implement OPC.Tensiometer set points maintain tension on the coil strip to 
allow it to move forward in the process line. Sometimes the wrong tensiometer set point 
value (high tension value creates more tension force on the coil strip) results in abnormal 
motor load. 

 

 

  

 

 
Fig 3: Flow diagram of methodology  

This section of the paper describes the methodology followed to create the intelligent 
system using a data-driven approach. The collection of time series data of speed, load, and 
tensiometer values with coil PDI (Primary Data Input) is the initial stage because historical 
data is crucial in this situation. After data collection, it needs some formatting and cleaning 
to produce only the useful data in the appropriate structure. Because the solution employs 
an unsupervised learning approach, historical data is clustered to label motor operating 
ranges based on speed load value. Following clustering, a lookup table was created using 
the centroid of the clusters to determine which future input points belong to which motor 
operating group. Finally, after performing multivariate outlier detection (MD), a regression 
model is trained on the clustered data. 
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3.1 Data Source and Collection

The drive parameters and coil parameters are the two data sources. Drive parameters such 
as speed, load, and tensiometer (process line 
database (named "drive database") by the OPC server. As shown in Fig 4, PLCs receive 
data from sensors in registers, which are defined as tags in OPC servers (in our case, iba), 
and each tag is read in an OPC clien
Although the OPC server can read data from PLCs at a sample rate of 50 milliseconds, it 
was decided to save records in drive DB at a sample rate of 5 minutes as a trial. It was 
assumed that if load tends to in

 

 

 

 

 

 

Fig 4:  Drive parameter data collection flow

In our plant from level 1, PDI information is routed to the level 2 system. PDI records the 
coil's ID as well as its properties such 

 

 

 

Fig 5:  PDI information to Mill level 2 database

3.2 Data preparation (feature mapping, cleaning, and formatting)

In the above section, the data collection flow has been demonstrated. Both drive parameters 
(rpm), load (%), and tensiometer feedback (kg/m2), as well as coil parameters (grade, coil 
id, thickness (mm), and width (mm)) are saved in separate Oracle databases. It needs to be 
mapped together. For developing this project, data from September 2021 to December
2021 (24 k instances) was taken. To perform exploratory data analysis (EDA), data points 
pertaining to the idle condition of the motor were removed. There are five grades of coils 
being processed in the CGL line (EIF, CQ, DQ, HSQ, and HIF), and coil param
for each grade. For demonstration, 18 coils of EIF grades of different thicknesses while 
processing through the KA motor have been shown below in Fig 6. The speed
shown with two different colours as we grouped the motor operating ra
clusters, as shown in the next section. An adjacent tensiometer has been considered for 
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Data Source and Collection 

The drive parameters and coil parameters are the two data sources. Drive parameters such 
as speed, load, and tensiometer (process line parameters) values are saved in an Oracle 
database (named "drive database") by the OPC server. As shown in Fig 4, PLCs receive 
data from sensors in registers, which are defined as tags in OPC servers (in our case, iba), 
and each tag is read in an OPC client application and saved in an Oracle database. 
Although the OPC server can read data from PLCs at a sample rate of 50 milliseconds, it 
was decided to save records in drive DB at a sample rate of 5 minutes as a trial. It was 
assumed that if load tends to increase, it will persist for a longer period of time.

Fig 4:  Drive parameter data collection flow 

In our plant from level 1, PDI information is routed to the level 2 system. PDI records the 
coil's ID as well as its properties such as weight, thickness, width, and grade.

Fig 5:  PDI information to Mill level 2 database 

Data preparation (feature mapping, cleaning, and formatting) 

In the above section, the data collection flow has been demonstrated. Both drive parameters 
oad (%), and tensiometer feedback (kg/m2), as well as coil parameters (grade, coil 

id, thickness (mm), and width (mm)) are saved in separate Oracle databases. It needs to be 
mapped together. For developing this project, data from September 2021 to December
2021 (24 k instances) was taken. To perform exploratory data analysis (EDA), data points 
pertaining to the idle condition of the motor were removed. There are five grades of coils 
being processed in the CGL line (EIF, CQ, DQ, HSQ, and HIF), and coil param
for each grade. For demonstration, 18 coils of EIF grades of different thicknesses while 
processing through the KA motor have been shown below in Fig 6. The speed
shown with two different colours as we grouped the motor operating ra
clusters, as shown in the next section. An adjacent tensiometer has been considered for 
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Drive DB 

Mill level 2 DB 

The drive parameters and coil parameters are the two data sources. Drive parameters such 
parameters) values are saved in an Oracle 

database (named "drive database") by the OPC server. As shown in Fig 4, PLCs receive 
data from sensors in registers, which are defined as tags in OPC servers (in our case, iba), 

t application and saved in an Oracle database. 
Although the OPC server can read data from PLCs at a sample rate of 50 milliseconds, it 
was decided to save records in drive DB at a sample rate of 5 minutes as a trial. It was 

crease, it will persist for a longer period of time. 

In our plant from level 1, PDI information is routed to the level 2 system. PDI records the 
as weight, thickness, width, and grade. 

In the above section, the data collection flow has been demonstrated. Both drive parameters 
oad (%), and tensiometer feedback (kg/m2), as well as coil parameters (grade, coil 

id, thickness (mm), and width (mm)) are saved in separate Oracle databases. It needs to be 
mapped together. For developing this project, data from September 2021 to December 
2021 (24 k instances) was taken. To perform exploratory data analysis (EDA), data points 
pertaining to the idle condition of the motor were removed. There are five grades of coils 
being processed in the CGL line (EIF, CQ, DQ, HSQ, and HIF), and coil parameters vary 
for each grade. For demonstration, 18 coils of EIF grades of different thicknesses while 
processing through the KA motor have been shown below in Fig 6. The speed-load plot is 
shown with two different colours as we grouped the motor operating range into two 
clusters, as shown in the next section. An adjacent tensiometer has been considered for 
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predicting load through a developed regression model. T6 and T7 are the adjacent 
tensiometers to the KA motor. 

Fig 6:  Scatter plot of drive parameter and coil parameters (features available for this 
project) 

3.3 Clustering of history data 

 
K-mean clustering was implemented on the historical data of motor speed and load to 
define some intermediate operating stages and to make the data labelled. It requires the 
number of clusters to be defined in the dataset as an input. Its algorithm randomly assigns a 
centre value to these clusters from the dataset. And the Euclidean distance (ED) of each 
point w.r.t each cluster is calculated. And the point is assigned to the cluster with the 
minimum ED. These steps are repeated till the last two iterations remain unchanged. The 
author of [12] has explained K-mean clustering in detail. A couple of methods are available 
to choose the appropriate number of clusters, like the elbow method and silhouette 
coefficient. In the elbow method, with in the sum of squares (WSS) is calculated. As the 
name suggests, it is the sum of the squared distance between the data points of the cluster 
and its centroid. The silhouette value indicates how well data is in the cluster. Its value 
varies from +1 to -1. The +1 value indicates that the number of clusters is very appropriate, 
and all points present in the cluster are well organised. If the value is less than 0, it 
indicates that the data points do not belong to that cluster [13]. However, the results of 
clustering are shown in result and discussion sections of this paper. 

3.4 Outlier detection 

 
Outlier detection is the process of finding data points that do not fit into the given dataset. 
In a production application, this process is deployed in automated mode to detect whether a 
new data point is an outlier or normal. Condition monitoring systems generally aim to 
detect such outlier points and generate alerts for the same. We have taken 3-month data 
(Sept to Dec 2021), which equates to around 24K data points for developing the models. 
Each clustered set is subjected to outlier detection after clustering in order to identify any 
unusual points within the group. Outlier detection can be divided into two categories: 
univariate outlier detection and multivariate outlier detection. As the name implies, in 
univariate, only one feature is available for outlier detection, which is typically done using 
a graphical tool like scatter, box plot, and so on [14]. In a multivariate case, two or more 
features are available. In such a case, a graphical tool may be ineffective. An outlier may 
have an unusual value in one or more dimensions. In our case, we have multiple variables: 
speed, load, and tensiometer values for outlier testing. In order to automate these processes, 
it requires some mathematical approach. Authors in [10] [14] have discussed Mahalanobis 
Distance (MD) for calculating outliers in multivariate datasets. MD calculates the distance 
between a point and the distribution. Six-sigma and critical chi square value is used to 
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determine threshold or UCL of MD. Above this threshold, the points can be considered as 
outlier.  

3.5 Modelling  

 

In this section of the paper, machine learning regression algorithms like XG Boost, 
Random Forest, and Partial Least Squares are discussed briefly. The idea behind selecting 
these algorithms is to do a comparison between ensemble and solitary machine learning 
techniques. XG Boost and RF belong to an ensemble group, whereas PLS is from a solitary 
machine learning group. The root mean square error (RMSE) and R square of the 
algorithms have been compared to select final model. However, it has been found that all 
three models performed well and were nearly similar. But ensemble machine learning 
algorithms show an upper edge over solitary machine learning algorithms. 
3.5.1 Random  Forest 

 

In this algorithm, sub datasets are created by random sampling (known as boot 
strapping) and they are trained and tested across multiple weak learners (known as 
aggregation). And the results of multiple models are combined to provide final 
predictions [15]. Thus, Random Forest (RF) is a bagging algorithm that trains weak 
learners in parallel. RF is a combination of large decorrelated decision trees 
(Classification and Regression Trees (CART)). These trees (weak learners) are 
trained with random sampling of datasets and variables, to select the best dependent 
variable (root node) [16]. The author [17] has used random forest for condition 
monitoring of a machine and has explained the key factors of decision tree like 
entropy, Gini index, and information gain. Both the entropy and the Gini index help 
to decide the root node. Lower entropy in datasets implies lower randomness in the 
dataset, i.e., the dataset is less heterogeneous. Such a dataset is best to start as a root 
node.  
 

3.5.2  XG Boost  

 

Extreme gradient boost (eXG Boost) is a tree-based ensemble learning uses boosting 
algorithm to boost model accuracy. Bagging and Boosting are used widely to perform 
ensemble learning [15]. However, in boosting, weights are assigned to the datasets 
and trained on weak learners. More weight is assigned to dataset which got incorrect 
by previous or earlier weak learners and then passed to next weak learners or model. 
This process of modifying weights from passing one to next weak learners makes it 
sequential process of training [15].  Bagging tends to reduce only variance by 
aggregating multiple model output, while boosting tends to reduce both bias and 
variance [18]. It is desirable to work with low bias and variance for accurate 
prediction. The silent features of XG boost includes regularization, parallel 
computing, cache awareness etc. The major advantage of using XG Boost is 
execution speed and model performance [19].  Author [19,20] has demonstrated 
mathematics of XG Boost and loss function. 
 

3.5.3  Partial Least Square (PLS) 

 

One of the major concerns in machine learning is multi co linearity in datasets. These 
features do not contribute to uniqueness and may lead to over fitting. Multi co 
linearity is available in our case too. The adjacent tensiometer readings are highly 
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correlated, as shown in Fig 11. It can be seen that T1 to T5 tension meters are highly 
correlated, and T6, T7, and T8 are the least correlated. One of the ways to overcome 
multi co llinearity is to convert datasets into M linear combinations (principal 
components) and then fit a regression model using the least square error approach. It 
only takes input features into consideration to generate principal components [21]. 
Unlike this, PLS considers both input and output features to calculate M linear 
combinations (PLS components or latent variables) and uses least square error to fit 
the model. In PLS, the dataset is standardised in the first step, to bring all the features 
onto the same scale between 0 and 1. And to find the optimal number of M, k-fold 
cross validation is generally used [21]. However, in our case, the number of features 
is not very high. We have generally 3 input features: speed, and adjacent tensiometer 
value. Out of these, tension meters are highly correlated. So, we kept the generic 
value of M as 2. 

4. Result and discussion 

 
Data points from September to December 2021 were used to develop the model. Motor 
(speed, load) and tensiometer values are taken from the drive parameter database, and PDI 
information is taken from the mill level 2 database. The Mill level 2 database has the in and 
out time and processing duration details of coils processed in the CGL process line. It has 
been found that EIF grade is in the majority shown in Fig 7, i.e., EIF has been selected for 
demonstrating results of data exploration. 

 

 

 

                                  

Fig 7:  Bar plot of data sample w.r.t coil      Fig 8:WSS vs number of clusters to grades        
       determine optimal cluster size (KA  
       motor w.r.t all grades) 

After mapping the database, datasets for individual grades have been separated out. Data 
points (for KA motor) corresponding to idle or shut down condition is having speed-load 
value as zero has been removed. Now k-mean clustering has been performed on these 
datasets to define an intermediate working operating stage. The number of clusters has 
been concluded from the cross-elbow method and silhouette score. From Fig 8 and Table 1, 
it can be seen that at k = 2, there is a sharp decrease in the gradient of WSS and the 
silhouette score (0.652) is the maximum. Hence, the number of clusters ‘k’ is kept general 
for all the other motors.However, clustering is done only on speed and load value; coil 
parameters and tensiometer values are not considered for clustering. The idea behind doing 
this was to keep the model less dependent on coil parameters. Variations in the tensiometer 
and coil parameters (width and thickness) have an effect on the motor's speed-load. 

Table 1: Silhouette score w.r.t number of clusters (EIF grade KA motor) 

 

 

No. of clusters Silhouette score 
2 0.652 
3 0.612 
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The clustered dataset (speed-load) for the KA motor is shown in Fig 9. Two operating 
stages are defined for each motor. The centroids of the clusters of each motor for individual 
grades have been saved to create a lookup table, shown in table 2. The centroid 
corresponding to low speed is named as C0 and the other one is named as C1. With the 
help of a lookup table, the very first step is to identify new datato which cluster it belongs. 

 
Fig 9:   Clustered dataset of motor KA for different grades of coil 

Table 2: Lookup table for clusters centroid in relation to motors and grades 

 

 

 

 

 

Following clustering, the clustered data set is saved in a separate individual file with a 
generic unique name in a specific system folder. This is done to use it as a reference to 
check whether the new datapoint within that cluster is a normal or outlier. The Mahalanobis 
function receives the data point and clustered dataset files. However, an outlier check is 
performed on the clustered dataset, as shown in Fig 10 below for the EIF grade of motor 
KA. The red colour threshold line in Fig 10 is calculated using the critical chi square value 
(with four degrees of freedom and alpha equals 0.001) and six-sigma (UCL: mean + 3* 
standard deviation).Four degrees of freedom correspond to the number of variables. In our 
case, it is generally four. They are speed, load, and the adjacent tensiometer. The value of 
critical chi square is 18.47 and six sigma UCL is 16.31. We decided to keep a generic value 
of 18. 

 

 

 

 

 

Fig 10:   Outlier detection for EIF grade clustered dataset of KA motor. 

Motor Grade C0_SPEED 

(rpm) 

C0_LOAD 

(%) 

C1_SPEED 

(rpm) 

C1_LOAD 

(%) 

KA EIF 628.45 19.66 954.37 13.09 
KA DQ 705.63 48.57 1293.20 45.55 
KA CQ 896.55 54.45 1409.32 47.26 
KA HSQ 671.21 56.57 1323.58 35.28 
EP EIF 613.44 24.29 1244.33 19.15 
EP DQ 651.02 27.83 1217.93 18.39 
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These models take speed and adjacent tensiometer values as input and give predicted load 
as an output. In order to find the best fit model, the datasets trained and tested over various 
machine learning models and their RMSE and R2 have been compared together.

 

 

 
 

 

 

Fig 11:   Correlation matrix plot of tensiometers with coefficients

A sample of the predicted value of load from various machine learning models is shown in 
Fig 12.A total of 270 (5 grades*2c
prepared for this system. These models are saved in pickle files with specific generic names 
and get reloaded corresponding to grade and cluster.

Fig 12:   Actual vs prediction plot of KA motor for EIF 
 
 

 

 

 

 
Fig 13:   R square and RMSE comparison plot for KA motors model for all grade

The difference between actual and predicted load is used to update the health status of the 
motor in the UI (user interface). Also, in the 
progression is decided through this difference. From Fig 13, it can be seen that all the three 
machine learning models (XG Boost, RF, and PLS) performed well on the datasets. The 
coefficient of determination (R
it can be seen that XG Boost, and RF (ensemble machine learning) are relatively better than 
PLS (solitary machine learning). However, the final conclusion was taken from HIF grade, 
whose data sample (690 instances) was relatively low at the time of developing the system 
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motor in the UI (user interface). Also, in the case of outlier detection, the severity of the 
progression is decided through this difference. From Fig 13, it can be seen that all the three 
machine learning models (XG Boost, RF, and PLS) performed well on the datasets. The 
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g model is now prepared from these cleaned datasets. 
These models take speed and adjacent tensiometer values as input and give predicted load 

order to find the best fit model, the datasets trained and tested over various 
odels and their RMSE and R2 have been compared together. 

Fig 11:   Correlation matrix plot of tensiometers with coefficients 

A sample of the predicted value of load from various machine learning models is shown in 
lusters for each grade* 27 no. of motors) models are 

These models are saved in pickle files with specific generic names 

grade and C0 cluster 

Fig 13:   R square and RMSE comparison plot for KA motors model for all grade-cluster.  

The difference between actual and predicted load is used to update the health status of the 
case of outlier detection, the severity of the 

progression is decided through this difference. From Fig 13, it can be seen that all the three 
machine learning models (XG Boost, RF, and PLS) performed well on the datasets. The 

) is above 0.95 for all the algorithms. But among the three, 
it can be seen that XG Boost, and RF (ensemble machine learning) are relatively better than 
PLS (solitary machine learning). However, the final conclusion was taken from HIF grade, 

ample (690 instances) was relatively low at the time of developing the system 
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(Fig 7). XG Boost was found to perform better on low datasets of HIF C1 model. Hence, 
the XG Boost was selected as the final model. 

5. Implementation 

 
In this section, implementation steps, UI, and an incident report from May 27th, 2022, are 
discussed. The backend development is done in the Python language, but the UI (web 
application) is developed in HTML5. History data files of clustering are saved with a 
specific generic unique name in csv format, and XG Boost files w.r.t eachcluster are also 
saved with a specific generic unique name in pickle format. A python class has been 
created which takes speed, load, and adjacent tensiometer tags as input parameters. The 
following tags are passed to the drive parameter DB and, at the same time, PDI information 
(coil grade) is taken from mill level 2 DB. The deployment steps are shown schematically 
in Fig 14.  And also, the final UI is shown which gives the health status of all 27 motors on 
a single HTML page. This page is refreshed every 5 minutes. A separate Python script is 
made to send the health status of these motors through the mail to the concerned people of 
electrical maintenance team. On May 27, 2022, the mail informed of very high alerts for 
the motors of EP, EQ, and ER rolls. These are bridle rolls of the entry section of CGL and 
they behave similarly. Responding to alert messages, the operation team checked iba and 
confirmed that the wrong (high) tension value was given to set point, which resulted in 
more load consumption for these motors. According to Fig 15(EP motor), load has reached 
around 60%, but the load centroid C0 cluster is only 24.29% (Table 2).  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 14: Deployment steps and UI screenshot. 

 
 

 

 

 

 

 
Fig 15:Line plot of load, predicted load and tensiometer  (T1)during that incident (EP Motor). 
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A similar incident happened again on July 29th, in which it was found the line operator had 
set the tensiometer (T1) value in manual mode. And it remains at high value even after PDI 
changes. This results in a mismatch between the actual set point and the predefined 
tensiometer value and ultimately motor load shoot up.Alarm trend for EP motor is shown in 
Figure. 

 

 

 

 

 

 

Fig 16:Alerts trend for EP motor 

6. Conclusion 

 
The intelligent system developed using a data-driven approach for condition monitoring of 
CGL motors has successfully diagnosed and informed the electrical maintenance team 
about an increase in the load of bridle roll 1 (BR1) motors (entry section of CGL) twice on 
May 27th and July 29th, 2022, through an e-mail alert. It was found that the adjacent 
tensiometer (T1) had been set with very high tension by the operator in manual mode, i.e., 
the operator had manually entered the (high) tension value in the tension set point for 
processing some previous coils, which was correct for that PDI. However, when the PDI 
changed, the operator did not reduce the tension value, and the coil was processed at the 
same previous tension value, which was incorrect. This event led to a change in the 
standard operating procedure for CGL processing, which now allows the operator to enter 
only +20% of the automatic mode tension value in T1 if a coil needs to be processed 
manually. Earlier, there was no such limitation. This improvement step is made after the 
deployment of this project.  

Following conclusions can be drawn based on the present work:  

1. The method suggested in this paper to diagnose the CGL motors health using a 
data-driven approach on time series data is feasible. 

2. The five-minute sample rate has been found to be effective and is used in the live 
programme. 

3. The outlier detection methods and XG Boost models have performed accurately and 
produced stable results. 

The future challenge with respect to this work is to automate the retuning of models and 
lookup tables on a larger historical data set and also make the system adaptable if new 
grades of coil are added to the plant. 
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Abstract 

There was a need at Tata Steel Europe (Shotton plant) to develop a site standard for 

hydraulic pack to predict failures or deteriorating performance of hydraulic systems. As 

part of synergy, in asset performance, the project of predicting hydraulic failure was 

completed in collaboration between Tata Steel Europe (TSE) and Tata Steel India (TSI). 

Pumps are the major equipment of hydraulic system. A machine learning (ML) model was 

developed for detecting anomalies in pumps in closed circuit hydraulic system. Pump data 

of critical parameters were analysed for development of data based analytical models. 

Case drain flow of the hydraulic pump was considered as the research object after 

exhaustive study. Increase in Case drain flow rate is directly correlated with asymptotic 

start in mechanical failure. The algorithm finalized for the modelling was XG-Boost which 

was trained with one-minute average data. The model has been deployed in the Google 

Cloud Platform. This paper investigates a predictive maintenance approach for hydraulic 

pump via an early warning system and transferring data through cloud computing system. 

Key words: Predictive Maintenance, Machine Learning, Cloud Computing, Hydraulic 

System, Pump, Tata Steel Ltd. 

 

Introduction 

Hydraulic system play an important role in the manufacturing industry. Hydraulic pump is 
the main component of Hydraulic System. It is the combined pumping and driving motor 
unit. As the ‘heart’ of the hydraulic system, the stable operation of pump is an important 
requirement for its normal operation. 

Condition monitoring of hydraulic pumps helps in improving productivity, maintenance 
cost reduction and prevents from further deterioration. Besides, it improves the reliability 
and safety of the equipment [1]. In the competitive world today, identifying a failure 
beforehand reduces the operational cost of the plant. Monitoring the critical equipment 
decreases the machine downtime and maintenance cost subsequently. A small fault in the 
equipment if not found and repaired in time may affect the performance of a  mechanical 
equipment during operation, and the performance degradation process is frequently 
irreversible. The performance degradation of mechanical equipment makes their 
continuous operation impossible. Timely early warning of machinery equipment failure can 
be provided using appropriate methods to monitor the working state of machinery and 
equipment in real time. This will not only help equipment users to establish an appropriate 
maintenance and repair plan to prevent unexpected shutdowns of the mechanical equipment 
during use but also effectively prolong its normal operation time and avoid the economic 
losses caused by unexpected equipment failures. Therefore, conducting appropriate 
monitoring and maintenance and providing early warning of pump failure is highly 
significant [2]. At present, the methods for signal analysis, monitoring and fault diagnosis 
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of mechanical equipment are becoming increasingly mature, practical and specialized. This 
include continuous monitoring of different parameters and alarm generation for any 
anomaly detection. Monitoring health of the equipment mainly relies on the sensor data 
used in process monitoring [3]. In recent years, there has been a rise in the increased usage 
of artificial intelligence integrated with computer and information technologies [4]. 
Machine Learning algorithms are commonly used now  a  days for fault detection and 
prediction. The most major feature of data-driven prediction is that it does not require 
establishing a complex mathematical model for the prediction and evaluation of mechanical 
equipment. It only needs collection of a large amount of data generated in the industrial 
field, based on which a model is built. The establishment of a data-driven model can utilize 
the real-time measurement data sampled by sensors. 

In this study, A machine learning model has been developed for predicting future failure of 
hydraulic system. Case Drain Flow was selected as the target variable. When  mechanical 
failure starts to occur, the flow through the drain increases to enable the pump increases to 
continue operating to its standard. Increase in Case Drain flow is the failure signifier. 
Alarm is triggered for any anomalies detected in prediction. The followed approach is 
based on testing different situations and combinations, finding the best set up for the 
model.  
 
Literature Review 

Many studies on fault diagnosis of the hydraulic pumps have been conducted by theoretical 
approaches and test measurements, and certain research results have been obtained. 
Zhaomin He [7] presented a hybrid prediction method based on EMD (Empirical Mode 
Decomposition) and SVM (Support Vector Machine), in which EMD is used to get the 
pump’s health state and PSO (Particle Swarm Optimization)-SVM is used to make a 
prediction for the pump’s remaining useful lifetime. P. Casoli [8] proposed a solution to 
detect the health state of a variable displacement axial-piston pump based on vibration 
signals. J. Sun [9] approaches the pump as a key component for better improving the 
hydraulic system reliability. J. G. M. Lázaro [10] discusses about the advantages to 
implement Condition-based Maintenance (CBM) and the use of techniques of fault 
diagnosis in axial variable displacement piston pumps (VDAP). X. Wang [11] developed a 
prediction model based on contaminant sensitivity of hydraulic oil for the aviation 
hydraulic piston pump. He suggested condition-based maintenance of aircraft by 
determining remaining useful life (RUL) of the pump. A systematic approach [12] is 
developed and evaluated for the automated training of condition monitoring systems for 
complex hydraulic systems, with important suggestions about the dimensionality reduction 
and the cycle-based approach. N. Helwig [13] debates about condition monitoring, 
proposing a statistical condition monitoring system, and the determination of typical faults 
related to the hydraulic system as well as the sensors, too.  

The machine learning algorithm selected for this project was eXtreme Gradient Boosting 
(XGBoost). XGBoost was first proposed by Dr. Chen Tianqi in 2014, can automatically 
utilize the central processing unit (CPU) multi-threaded parallel computing and has the 
advantages of low computational complexity, fast running speed, and high accuracy, no 
matter whether the data scale is large or small [5,6]. Since its introduction, this algorithm 
has been credited for being the driving force for several cutting-edge industry applications. 
This method has been successfully applied in many fields, such as fault diagnosis, 
environmental prediction, and medical detection. 
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The aim of this paper, due to the relevance of the degradation states’ prediction for the 
predictive maintenance, is to develop, test and deploy a predictive model for the 
degradation state of hydraulic pumps.  

Concept and Methods 

The main objective of the project was to develop a smart hydraulic pack standard for Tata 
Shotton. Measurement data are sourced from real sensors installed in hydraulic system. 
Sensors have been installed for measuring real time values of process parameters (Fig 1).  

 

Fig. 1 Smart hydraulic system 

Raw data of various parameters of pump are measured through sensors. Sensors have been 
installed for measuring tank level, temperature, pressure, flow, line speed, full load current 
and other important signals. Signal from sensor is recorded by IBA software. The IBA 
system is used for acquiring, recording, analysing and processing measurement data. Tags 
are extracted from the IBA generated output file and inserted into database for further 
analysis. Data flow from sensor to database has been demonstrated in Fig 2. 
 

 
 

Fig. 2 An overview of data flow from sensor to database 

The project required different stages to complete. It started with defining problem 
statement which was anomaly detection in entry hydraulic pump in this case. Thorough 
process understanding was done to build business case and to identify target variable.  

One-minute average data of a month was collected for important parameters. It was 
followed with data sanctity of the collected data. Input parameters were chosen based on 
user’s discussion and modelling techniques. For getting a better understanding of the 
variables and to find the relationship between them, exploratory data analysis was done 
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thereafter. Different modelling techniques were tried and XG Boost algorithm was finally 
selected based on performance matrix. The model deployed in Google Cloud fetches the 
data from TSE database at a regular interval and sends back the output over cloud 
computing. Model results were circulated for initial trials which were very encouraging. 
The approach for completing the project from beginning to end has been briefly shown in 
Fig 3. 

 

Fig.3 Methodological framework of the project 

Case Study 

As a part of digital transformation, TSE team have deployed multiple SKF units at Shotton 
plant. These units are connected to both the SKF Observer platform and IBA system. This 
enables the vibration analysis to consider things like rotational speed, line tensions and the 
removal of events such as strip tension take up which may cause a short spikein recorded 
vibration. This information is analysed and normalised by plant engineers and alarm levels 
set in both IBA and the Observer platform and displayed on the digital dashboards. The 
data exchange between IBA and the SKF system is important to get accurate data from 
online systems. Some of the delay trend at Shotton plant were increasing which was related 
to both poor reliability and an increase in operational hours. To handle the situation, a 
machine learning model was needed for predicting failures or deteriorating performance of 
hydraulic systems. This paper explains the different stages of model development. 
 
During abnormal behaviour of hydraulic system, pump also behaves differently. Case drain 
flow, Suction inlet pressure and Overall system flow are three critical parameters of 
hydraulic pump used for fault detection. 
 

• Case Drain Flow 
With variable displacement pumps a working hydraulic leakage flow is produced 
over the seal surfaces to lubricate the pump mechanism and to create the necessary 
seals needed for the pump to function. When mechanical failure starts to occur 
within a variable displacement pump, the flow through the drain increases to enable 
the pump to continue operating to its needed standard. By monitoring this flow one 
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can pick up the early signs of failure using it as a tool to monitor failure and to 
make a judgement call on when a possible catastrophic failure will occur. 

 
• Suction Inlet Pressure 

Suction inlet pressure is monitored to also look for step changes which would 
signify pump starvation such as filter blocked, Fluid density change etc. If the inlet 
pressure of a pump changes this could also signify a loss of efficiency. Comparing 
this against normal working conditions will tell if the pump is having to work 
harder to produce the same overall output pressure and flow. 

 
• Overall System Flow 

This is being monitored to ensure that the correct system flow is achieved as needed 
to operate hydraulic equipment on the line. With entry system, there is a main Pump 
and top up pump which kicks in if the flow or pressure demand is higher than the 
main pumps output. By monitoring this and how common the up pump is having to 
kick in to assist the main pump would also indicate a loss in pump efficiency. 

 
Model Development 

This study presents machine learning based algorithms for the anomaly detection in entry 

hydraulic pump. The analytical journey of hydraulic pump model has been explained in 

detail in the following section. 

Data Engineering 

Data collection is the first step for developing a machine learning model [14]. The collected 

chunks of data should be relevant to the business problem to be solved. In this study, we 

collected pump and motor one-minute average data for a month. The dataset had 43,204 

data points and 286 variables. In the dataset, 18,152 data points were removed because of 

missing or wrong field values. A total of nine variables were selected for the modelling 

purpose as shown in Fig. 4. 

 

Fig. 4 Parameter selection steps for modelling 

List of parameters finalised were system pressure, full load current, tank level, tension 
leveller roll position, motor drive end temperature, tank temperature, system flow, line 
speed and case drain flow. 

Based on process understanding and literature review, few more variables (velocity 
vibration, enveloped vibration and acceleration vibration) could have been selected for 
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modelling. However, these parameters were not available because of sensor issue. They 
may be added in the next version of model. 
 

Exploratory Data Analysis 

Once the data set was ready, exploratory data analysis was done to get a better 
understanding of the variables and to find the relationship between them. It helped in 
developing initial insights and validating the traditional understanding of process. In 
previous section, it has been discussed that case drain flow and suction inlet pressure were 
commonly used parameters for failure detection. During analysis, it was found that case 
drain flow was highly correlated with suction inlet pressure. Correlation coefficient 
between them was 0.99. Subsequently, suction inlet pressure was dropped. Highly 
correlated features need to be avoided while building a machine learning model [15]. The 
correlation coefficient procedure is used to determine how strong a relationship is between 
the data. It yields a value between 1 and -1. In which, -1 indicates a strong negative and +1 
indicates strong positive relationships. And an outcome of zero implies no connection at 
all. 

Correlation plots help us to visualize the relation between continuous variables. In Fig 5, 
MP Case Flow (case drain flow of main pump) is the target variable and the rest are input 
variables. 

Fig. 5 Correlation Plot of Selected Features 

 
In order to determine the importance of features, the permutation feature importance 
method is used. This method calculates the increase in the prediction error (MSE) after 
permuting the feature values. If the permuting wouldn’t change the model error, the related 
feature is considered unimportant. It explains which features have more impact than others 
in predicting the target variable [16]. For e.g., by generating the variable importance plot 
(Fig. 6) of input variables, it was observed that system pressure and pump current turns out 
to be very important for predicting case drain flow. The var Imp Plot function of Random 
Forest algorithm was used to plot the variable importance diagram. 
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Fig. 6 Variable Importance Plot of Input Features 

Modelling Techniques 

The next important step was to explore the world of machine learning algorithms. The 
process involved segmenting the data into two types of samples: Train data and Test data. 
Data was split into 70:30 ratio. Training sets are used to fit and tune the models. The test 
data represents data that has not been used for training and provides a good measure for 
how well the algorithm generalizes on unseen data. Both train and test data contain an 
output variable and a list of input variables. Different algorithms like Linear Regression, 
Random forest, Extreme Gradient Boosting (XGB) and MARS were tried. The algorithm 
performing comparatively better on data sets was chosen. Root mean square error (RMSE) 
and mean absolute percentage error (MAPE) were the performance metrics in this case. 
The algorithm was chosen for the lowest RMSE and MAPE value. 

The algorithms performances have been shown in Table I. Both, Random Forest and XG 
Boost performed equally well based on MAPE metric. However, XG Boost was slightly 
better considering RMSE metric. Hence, XG Boost algorithm was finalised for model 
development 

TABLE I. Algorithm Performance on Test Data 

 

Model validation was done for a one-week of one-minute average data. A box plot has 
been prepared (Fig. 7) for getting an indication of how the residual (difference of actual 
and predicted) values are spread out. It was observed that most of the residual distribution 
is around zero which shows a good model performance. 
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Fig.7 Model residual box plot for validation data 

The same data distribution has also been represented by a line graph (Fig. 8) for better 
understanding of model performance. Except a few outliers predicted values matches 
closely with actual case drain flow values. 

 

Fig. 8 Comparison of actual and predicted values 

Once the model was validated successfully, the next step was productionization for reaping 
the benefits out of it. 

Model Deployment 

The implementation of model was a challenging task since it required to automate and 
securely transfer the data between environments of TSI and TSE. TSE UK had data that 
was required for running model. The model output had to be transferred back to TSE. 
Initial hurdles in data transfer were: 

a) Getting an access of TSE system or database outside Tata Steele Europe network 
was incredibly difficult because of IT Security policy. 

b) TSE team works mainly with Microsoft Azure environment; we did not have access 
to TSE azure environment. 

c) TSI team had account with Google Cloud. So, data exchange had to be between 
Azure and Google Cloud. 

d) Data transfer had to be secure and periodically at every few minutes. 
e) TSE security policy would not allow any general API, if it does not use TSE cloud 

application firewall which protect the TSE managed API platform when it connects 
to the public Internet. 
 

To overcome the mentioned challenges, TSE team had arranged Shotton IBA data to be 
automatically fed to their cloud series database. A set of queries was developed to allow 
a generic request for any tag Id, timescale and resolution direct from their database 
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along with the ability to store results such as levels or alerts back into the database. The 
queries were wrapped into a set of REST APIs, tested and put live on production web 
server. The public replica was created through the necessary networks/firewalls etc. An 
authentication mechanism was developed to securely access the Web API from outside 
the TSE network via the public interface. This includes generation of Subscription key 
to grant access to the external Azure interface and a Bearer token to allow writing to 
specific REST endpoints. 
 
A python application was developed to read REST API of TSE and store data in csv on 
Google Cloud Storage (GCS). Cloud scheduler was used to transfer data periodically to 
Google Big Query.  
 
This data serves as an input to model. Another python application for running model 
deployed on Google Cloud scheduled periodically and write model output data back to 
Big Query. The output data is transferred back to TSE using the similar route as 
followed for input data. Data transfer strategy has been shown in Fig. 9.  
 
Model output consists of predicted case drain flow and alert. Alert from model is 
typically generated when signal reading or measurement exceeds its acceptable 
tolerances or predicted acceptable values.  

 
Fig. 9 Data transfer strategy between TSE and TSI 

 
Conclusion 

An analytical model was developed for Tata Shotton hydraulic pump. Based on the data of 
hydraulic motor and pump, the XG Boost algorithm was chosen to construct the model. 
The approach was based on existing process sensors but can also make use of additional 
sensors and can thus be easily adapted to different systems due to the fully automated 
signal processing scheme. The model has been deployed at google cloud to generate the 
predicted values of case drain flow at regular interval based on input conditions. It is 
imperative to note that the model is being used by the maintenance crew of Shotton plant 
for condition monitoring of hydraulic pump. 
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Abstract 

 
To obtain accurate results, rotor-bearing-disk system evaluations must necessarily be 

substantial. According to the evolution in the modern industries, functionally graded (FG) 

rotating shafts are widely employed depending on the unique applications. It was found 

that very few studies on stability difficulties for FG rotor-bearing-disk systems were 

published. A TG rotor comprising two disk and supported by two fluid ring bearings 

(FRBs). A rotating FG rotor-disk-bearing system's stability is analyzed in the current 

study, which employs a finite element (FE) dynamic modelling approach. By taking into 

account gyroscopic effects, rotary and translational inertia, shear deformation, bending, 

and material (viscous and hysteretic) damping, the FG rotor shaft model is taken into 

consideration based on Timoshenko beam theory. Hamilton's principle is used to generate 

the governing equations. Zirconia (ZrO2) and stainless steel (SUS304) are commonly 

treated as the main components of the FG shaft in this study. By accounting for a total of 

four freedom degrees per node, five-noded beam elements are taken into consideration. 

The findings of the Campbell diagram, the stability threshold, the time histories, and the 

damping ratio for the FG shaft are analyzed with those of the conventional standard steel 

shaft. As can be seen, the components of the radially classified FG shaft play a significant 

role in controlling the outcomes for FG rotating shaft. As a result, FG-shafts are preferred 

over regular steel shafts. 

Keywords: Hamilton principle, internal damping coefficients, functionally graded shaft, 

Stability threshold speed, Campbell diagram, Time histories. 

1. Introduction 

 The composite shafts have several uses in contemporary fields of industry. For the 
past fifty years, there has been a lot of interest in the safe design and dynamic analysis of 
spinning structures. Rotating machinery designs rely heavily on accurate predictions of the 
rotor-shaft-bearing system, dynamic parameters, and material qualities. The high stiffness to 
weight ratio, high specific stiffness, and high specific strength are some limits of the 
advanced composite materials. These composite materials produced impressive outcomes in 
the automotive, medicinal, and aerospace fields. Thus, the common occurrence of 
delamination, which results from a weak interface between neighbouring layers, is seen as 
the main drawback of employing a rotor shaft made of composite materials. The rotor 
dynamicists use functionally graded material (FGM) as proof against these claims. 

FGMs are strong materials with multiple uses that are diverse and multifunctional. The 
property gradations in these materials are smooth and continuous. These characteristics are 
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produced in certain ways to provide the necessary performance, primarily when higher 
temperatures are applied. The benefits of FGMs include their enhanced thermal 
characteristics, durability, and decreased inter-laminar stresses. For the past ten years, 
researchers have concentrated their efforts on analysing the rotor-bearing system using FG 
materials. In order to increase the efficiency of energy conversion, M. Koizumi [1,2], was the 
first to conceptualise FGM. He also carried out the initial development of FGM materials that 
were functionally graded for structural technology. Argeso and Eraslan [3] has studied the 
simulated model that is partially elastic, plastic, and residual stress in the dynamic FG shafts. 
Nelson [4] proposed the dynamic simulation of a rotating rotor-disc-bearing system, taking 
into account the gyroscopic moment, rotational inertia, and shear deformation effects. The 
development of FGMs in the analysis of structural components, including the addition of 
crack and safety elements for the damaged structures, was critically examined by Gayen et al. 
[5]. Birman and Byrd [6] address the theory and many facets of key advances and their 
implications in FGMs with mathematical model, manufacturing, and design. The study 
examined numerous gradient composite types and took into account some of Bever and 
Duwez [7] findings regarding their characteristics. According to Wettergren and Olsson [8], 
the shaft's asymmetric stiffness and dampings work in concert with the bearing's anisotropic 
stiffnesses to prevent instability. The model was used by Piovan and Sampaio [9] to analyse 
various abbreviated isotropic material-based models. Kamil Aydin [10] have carried the 
comprehensive parametric analysis of the damaged FGM. Gayan et al. [11] have carried the 
detailed discussions on the effects of the crack relative location, temperature gradient, shaft's 
slenderness, shaft internal damping and gradient index of the FG fractured shaft system, and 
coefficients on the dynamic responses. An analytical research was done by Jahangiri and 
Bagheri [12] to determine how FGMs affect the resonances.  

In the current study, we analyse the dynamic stability of a FG rotor-disk bearing model. The 
FG rotor system comprised material dampings and disc mass imbalances. The implicit 
Houbolt's time integration approach is used in MATLAB® to solve the equations in dynamic 
form. Phase-plane graphs, the Campbell plot, and the frequency response were used to study 
the system stability assessments. 

 

2.   System Modelling 

 The cross section of the shaft is divided into 'n' layers for the sake of the current 
investigation. As a result, the cross section's inner and outer radii of the k

th layer are 
designated as rin and rou, respectively. The shaft's material characteristics (P) in the radial 
direction are as follows: 

 

ou ou in inP P V P V= +                      (1) 

 
The total volume fraction is stated as follows: 

 

 
1ou inV V+ =                                 

(2) 
The properties of the FG shaft material according to the law of gradation: 
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2.1. Equation of motion and dynamic equations 

 The Timoshenko beam theory is used to simulate a simplified rotor element. The 
shaft components are represented with five nodes. At each node of the shaft element, four 
degrees of freedom (DOF) are taken into account, including translational (v, w) and 
rotational displacements (θy, θz).  The potential and kinetic energy of rotating shaft 
elements have been given as follows in order to take into account the effects of shearing 
and bending: 

{ }2 2 2 2 2

0

1
( ) ( ) ( )

2 D y z P za y y zsh ftT A v w I I dsρ θ θ θ θ θ θ + + + + Ω +Ω −= ∫
l

& & & && &               (4)

{ }2 2 2 2

0

1
( ) ( ) ( )

2shaft y z y zU EI kGA w v dsθ θ θ θ′ ′ ′ ′ + + − + + = ∫
l

                                  (5) 

The following expression gives the stated disc kinetic energy: 

( ) ( )2 2 2 2 21 1 1
( )

2 2 2disk disk y z zdisk p y y zT m v w J Jθ θ θ θ θ θ + + + + Ω +Ω − = & & & && &            (6) 

The disk's mass eccentricity is given as: 

2( cos sin )disk diskdiskW m r w t v tΩ += Ω Ω                                            (7) 

The EOM of the shaft and disk portion is obtained as follows: 

[ ]{ } [ ]{ } [ ]{ } { }shaft shaft shaft shaft shaft shaft shaftM u G u K u f+Ω + =&& &         

(8) 

[ ]{ } [ ]{ } { }disk disk disk disk diskM u G u f+Ω =&& &                              (9) 

2.2.  Bearing Forces representation  

 The true nonlinear fluid film force can be stated by Adiletta et al. [14]using the 
short bearing theory assumption as follows: 
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The external force components of Eq. (10) in xand y  directions of inner fluid films are 

given by, ixF and iyF . Similarly, the force components of Eq. (11) in xand y  directions of 

outer fluid films are given by oxF and oyF . The bearing parameters µ , R , L  and C

represents the viscosity of the fluid, bore radius, length of the films, and radial clearance of 
the films respectively. Where,( ixf , iyf ) and ( oxf , oyf ) denotes the vector components of 

inner, and outer fluid film forces. 

Hence, by using the both damping ÊË 	(viscous) and	Êd 	(hysteretic), the damped system 

equation of motion can be given as [13], 

[ ]( ){ } [ ]( )( ){ } ( ){ } { }b b c

shaft disk shaft V shaft shaft disk shaft a shaft b shaft shaft shaft disk FRBM M u K G G u K K u f f fη η η        + + −Ω + + − = + +        && & (12) 
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1
;
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+
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+ +
 

3. Numerical Simulation 

 The stability of the FG rotor-disk-bearing system shown in Fig. 1 is achieved by 
solving the FE equations interactively in MATLAB®.  The research of a metal ceramic 
material with radially functionally graded material made of Zirconia (ZrO2) and stainless 
steel (SUS304) is taken into account for the design of the rotor element; k is in the range of
0 k< <∞ . Fig. 2 depicts the variation in material properties along the radial direction. 

Table 1: Shaft and disk physical and mechanical characteristics 

 
Properties Values 

Density of shaft (kg/m3) 7810 

Young’s modulus, E(GPa) 197 

Shear modulus, G (GPa) 80 

Radius of shaft (m) 0.012 

Length of shaft (m) 0.600 

Radius of disc, (m) 0.15 

Thickness of disc,  (m) 20 

Viscous damping, 
V

η (s) 0.0002 

MOI of disc, (kg-mm2 ) 
41750 & 168100(Iy y= Izz) 

83500 & 336200 (Ixx) 
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Timoshenko beam theory is used to model the FG rotor system using four elements. For 
simple simulation, the traditional static condensation technique is employed. Tables 1, 2, 
and 3 include the dynamic data that are utilised to analyse the rotor-disk-bearing system. 

 

 

Fig.18  Rotor-disk-FR bearing system  

Table 2: FGM shaft material properties considered 

Material properties 
Stainless steel 

(SUS304) 

Zirconia  

(ZrO2) 

Young’s modulus (GPa) 197 200 

Density (kg/m3) 7800 5000 

 

Table 3: Bearing physical characteristics [15] 

Parameters 
FRB 1 &  FRB 2 

Inner film Outer film 

Viscosity,µ  (
310− Pa S)     6.4      6.4 

Radial clearances, filmC  (
510 m−

)     3.4       7.4 

Radius of bore, boreR  (
310 m−

)     8.534       11 

Length, filmL  (
310 m−

)      9.5        12  

Ring mass, rgm  (g) 
                         
7.2 

 

Polar MOI of ring, rgI   (
4 210 kg m−

) 
                       
48.0 

 

 

4. RESULTS AND DISCUSSIONS 

The calculated system frequencies using prompt code are given in Table 4. The 

simulated results are further carried with the convergence study by considering the effect of 

rotary inertia, which are given in Table 3. 

FRB 1 

FRB 2 

Inner 

Film 

Outer 

Film 

Support 

Disk 1 

Disk 2 

X 

Y 

Z 
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Fig. 19  Radially varying material characteristics with power law index (k) of FG shaft 
(a) Young’s modulus, (b) Density, and (c) Poisson’s ratio 

 

Table 4.  Study of convergence in numerical solution. 

Frequency Whirl modes(Hz) 
Number of elements 

4 8 12 

1st 
Forward 11.781 11.778 11.778 

Backward 11.013 11.010 11.010 

2nd 
Forward 41.528 41.523 41.523 

Backward 39.075 39.047 39.047 

3rd 
Forward 128.438 128.427 128.427 

Backward 94.385 94.369 94.369 

 

 

 

 

 

 

 

 

 

         Fig. 20  Campbell plots of rotating shafts: (a) Steel, and (b) functionally graded 

material(FGM) 
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 The results of the convergence investigation for several sets of elements are 
summarized in Table 3. According to the analysis, the frequencies are converging. A 
comparison between the FG shaft and traditional steel shafts has been done. As shown in 
Figs. 3(a) and 3(b), respectively, the natural whirl frequencies can be decreased by 
incorporating the viscous and hysteretic damping. 

Fig. 4. Phase-plane orbits at disk 1 and 2 for Ω=1000 rpm with eccentricity of 1mm. 

 Figure 4(a)-(d) illustrates the vibrational responses for the rotor-bearing system at 
discs 1 and 2. The analysis is performed using a disc eccentricity of 0.001 m and spin 
speeds of 1000. The observed amplitude for disc 1 is 1.10e-5 dB, while the amplitude for 
disc 2 is found to be 1.65e-5 dB under the identical conditions. 

 

 

 

 

 

 

 

 

Fig. 5.  Transverse responses of FG and Steel shaft for two speeds: (a) 6000 r/min, 
   (b) 10000 r/min  
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 It's to be noted that the traditional steel shaft's first critical speed is 3855 r/min, but 
the FG shaft's first critical speed is found at 4493 r/min. The effects of subcritical speeds 
are stabilized by viscous and hysteretic dampings, while the effects of the rotating system's 
lowest critical speed are destabilized by these dampings. At 4634 r/min, the first mode 
becomes stable. The comparisons of the displacement histories of the FG shaft-disk-
bearing system to the traditional steel shaft  for various sets of speeds in the transverse 
directions with the time period of 10 seconds are shown in Figures 5(a) and 5(b). The 
displacement curve in Figure 5(b) demonstrates that the unstable response occurs as the 
amplitude increases while the angular velocity increases. 

 
5.  Conclusions 

 Timoshenko beam theory and a four element FE model are used to model the FG 
rotor system. The radial direction is where the FG shaft material qualities change. The 
system contains forces resulting from mass imbalance, nonlinear bearing forces, gyroscopic 
forces, and the impact of internal dampings. The vibration and stability study of the 
rotating FG rotor system is the main focus of the numerical investigation. As part of the 
validation of the numerical codes, a convergence analysis was carried out. The FG shaft's 
radial grading is uniformly carried out using the power-law index, k. The FG shaft provides 
a good indication of stability limits, as shown by the comparison between the steel and FG 
shafts. In the FG system, a minimum value of k indicates good reaction, and dampings are 
crucial to stabilities. 
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Abstract 

 

Crack in any structure is a destructive occurrence. Any structure or component could 

prematurely fail as a result of it. It may cause terrible mishaps and hurt people as well. In 

order to prevent failure or accidents, it is crucial to detect these cracks effectively and take 

the necessary precautions. Hence crack detection and localization techniques are used to 

avoid sudden failures of structures while in operation. To determine the change in natural 

frequencies and mode shapes, an impact hammer test is conducted on composite plates 

with and without cracks. Impact hammer, uni-axial accelerometer, and four-channel 

vibration analyzer are used to execute the impact hammer test. The crack in the composite 

plates is located using a change in natural frequencies. The normalized mode shapes 

algorithm is trained using test data of the first three natural frequencies collected from 

impact hammer tests on different cracked composite plates, and the mode shapes of the first 

three natural frequencies are plotted. The crack location is estimated with extremely high 

precision using the intersection of the first three normalized mode shapes. 

 

Keywords: Composite beams, crack localization, composite plate, natural frequencies, 

mode shapes, normalized mode shapes algorithm. 

 

1. Introduction 

The structural integrity of diverse engineering constructions has been more and more in 
demand throughout time. All structures are susceptible to damage, whether it comes from 
an accident, extreme operational stress, or harsh weather. The component's in-service 
cracks have the ability to grow until they reach a critical size, at which point they will fail. 
A helpful tactic for preventing this early failure is structural health monitoring (SHM). The 
use of vibration-based condition monitoring is one of many SHM strategies that can help 
prevent structures from failing before they should. 

It is preferable to examine the damage that has already occurred as soon as practical to 
prevent any catastrophic collapses from happening. Meruane et al. [1] has presented a 
mathematical framework for damage identification utilizing an impact hammer-based 
modal testing approach in a steel-concrete composite structure. The mathematical 
formulation makes it possible to pinpoint areas where stiffness differs from a starting 
virgin. Chen et al. [2] has used modal feature extraction and linear weight sum to build a 
multi-objective identification approach for detecting structural damage. To update the 
damage vector factor and produce reliable structural damage detection findings, a hybrid 
particle swarm optimization (HPSO) solver was chosen. Kaushar et al. [3] has provided a 
method for utilizing natural frequency to detect the presence of cracks on the surface of 
beam-type structural elements. The two obtained natural frequencies will be utilized to 
determine the size and location of the crack. Janeliukstis et al. [4] has presented an 
experimental validation of the use of the Mode Shape Curvature Squares (MSCS) approach 
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and the Mode Shape Based Spatial Continuous Wavelet Transform (CWT) technique for 
locating damage in beam constructions. Dancygier et al. [5] has reported an experimental 
verification and quantification of the localized cracking phenomenon in steel-fiber-
reinforced concrete (RC) tension prismatic bars. Gillich et al. [6] has devised an algorithm 
based on natural frequency shifts caused by damage to evaluate transversal cracks in 
composite constructions. The strain energy contained in the beam is used to determine the 
crack location. Chin et al. [7] has proposed a method for crack-severity estimate that takes 
use of the various speeds and loads frequently experienced by gearboxes. This method 
includes an automated method for identifying the fractured tooth and a method for 
estimating the crack's depth based on comparison with a theoretical tooth stiffness model. 
Ortega et al. [8] has provided a non-destructive method to forecast the residual life of 
reinforced concrete beams with varying amounts of cracking caused by corrosion of the 
steel reinforcement while considering variations in dynamic behavior caused by changes in 
the initial natural frequency. Lyu et al. [9] has provided a universal prediction framework 
that consists of two deep learning models that are applied to data fusion and residual useful 
life (RUL) prediction, respectively, to complete the prognosis with multisensor data. Dhiraj 
et al. [10] has developed a novel composite deep Convolutional neural network (CNN) 
architecture for damage localization and quantification, which is followed by multivariate 
linear regressors. Melville et al. [11] has employed deep learning to understand ultrasonic 
guided waves to diagnose structural deterioration quickly, precisely, and automatically. 

1. Materials and Methods 

An E-Glass Composite plate with dimensions of 200 mm x 200 mm x 5 mm is used in the 
current work. Fig. 1 shows the picture of E-glass composite beam with grid points used for 
experimental modal analysis using OROS analyzer and experimental modal analysis 
software. Table 1 represents the material properties of E-glass composite plate. 

 

Fig. 1 E-Glass Composite plate with grid points 

Table 1 Mechanical properties of E-Glass composite plate 

Physical properties Value  Physical properties Value  

Elastic Modulus (Ex), MPa 30,900 Rigidity Modulus (Gxz), MPa 2800 

Elastic Modulus (Ey), MPa 8300 Poisson coefficient (νxy) 0.22 

Elastic Modulus (Ez), MPa 8300 Poisson coefficient (νyz) 0.0866 

Rigidity Modulus (Gxy), MPa 2800 Poisson coefficient (νxz) 0.22 

Rigidity Modulus (Gyz), MPa 3000     
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2.1 Experimental modal analysis 

The Experimental Modal Analysis (EMA) has been carried out using NV Gate software 
and Data Acquisition System (DAQ) by OROS on the E-Glass Composite plate. The plate 
has been first divided into various segments so as to obtain averaging of the signals. In 
general, there are two methods commonly used for the EMA, namely roving sensor method 
and roving hammer method. For the present experimental analysis, roving hammer method 
has been considered. In this method the accelerometer sensor will be positioned at a fixed 
location and the hitting will be done at different locations (which are divided earlier) using 
the impact hammer. The sensitivity of impact hammer is 2.248 mv/N and that of 
accelerometer sensor is 9.68 mv/g. First of all, the DAQ is connected to the personal 
computer and then the NV Gate software is launched. Then the Modal analysis module of 
NV Gate is used to create the geometry of the structure. The geometry of the plate is 
created with the specified dimensions and is divided to segments similar to that which has 
been done on the composite plate. The sensitivity of the accelerometer and that of the 
impact hammer have been entered. Then the sequence of the experiment and the other 
settings have been defined. Now the experiment has been done by attaching the 
accelerometer sensor at a fixed location, and then hitting at different segments divided on 
the plate using the impact hammer. The signals have been collected and the averaging of 
the signals have been done and the frequency response function and coherence function 
will be generated. Then the modes will be selected by using either broadband or 
narrowband in the software and the respective mode shapes will be generated. Fig. 2 shoes 
the EMA setup used for experimental modal analysis using OROS analyzer and EMA 
software. 

\  
Fig. 2 Image of experimental modal analysis setup 

 

2.2 Numerical Modal Analysis 

 

Numerical modal analysis (NMA) has been carried out using ANSYS and Modal analysis 
module. First of all, the properties of the composite plate to be modelled are defined in the 
Engineering data section. Later the geometry of the plate has been modelled as per 
specified dimensions. The plate has been modelled layer wise with orientation of [0/90] 
until the required thickness has been achieved. Then the model has been meshed into fine 
elements so as to obtain optimum results. Then the boundary conditions have been defined 
and the modal analysis has been carried out so as to obtain natural frequencies and mode 
shapes. For the present scenario, fixed-free condition of the plate has been considered. Fig. 

EMA Software 
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Acceleration 
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3 and Fig. 4 shows the orientations of stack up plies and meshed plate healthy composite 
plate. 
 

Fig. 3 Orientations of stack up plies

3 Results and Discussion 

In this section, EMA and NMA of the composite 
localization techniques have been discussed.

3.1  Experimental modal analysis

The EMA of composite plate is carried out using the NV Gate software applying the roving 
hammer method. The plate is fixed at one end and i
been carried out. From the analysis, a Modal Indication Function (MIF) as shown in Fig. 5 
is obtained. From this MIF, we have obtained the first three natural frequencies as shown in 
Fig. 6, and the respective mode
A MIF represents the natural frequencies obtained from EMA. Table 2 indicates the natural 
frequencies obtained from EMA.

Table 2 Natural frequencies from EMA

Fig. 5 Modal indication function of composite plate
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3 and Fig. 4 shows the orientations of stack up plies and meshed plate healthy composite 

 

Fig. 3 Orientations of stack up plies Fig. 4 Meshed plate structure

In this section, EMA and NMA of the composite plate along with crack detection and crack 
localization techniques have been discussed. 

Experimental modal analysis 

The EMA of composite plate is carried out using the NV Gate software applying the roving 
hammer method. The plate is fixed at one end and is free at other ends and the analysis has 
been carried out. From the analysis, a Modal Indication Function (MIF) as shown in Fig. 5 
is obtained. From this MIF, we have obtained the first three natural frequencies as shown in 
Fig. 6, and the respective mode shapes against the natural frequencies have been generated. 
A MIF represents the natural frequencies obtained from EMA. Table 2 indicates the natural 
frequencies obtained from EMA. 

Table 2 Natural frequencies from EMA 

Mode Natural frequency in Hz 

1 60.93 

2 120.61 

3 372.85 

 

Fig. 5 Modal indication function of composite plate 
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3 and Fig. 4 shows the orientations of stack up plies and meshed plate healthy composite 

 

Fig. 4 Meshed plate structure 

plate along with crack detection and crack 

The EMA of composite plate is carried out using the NV Gate software applying the roving 
s free at other ends and the analysis has 

been carried out. From the analysis, a Modal Indication Function (MIF) as shown in Fig. 5 
is obtained. From this MIF, we have obtained the first three natural frequencies as shown in 

shapes against the natural frequencies have been generated. 
A MIF represents the natural frequencies obtained from EMA. Table 2 indicates the natural 
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Fig. 6 First three mode shapes from EMA

A Modal Assurance Criterion (MAC) function confirms the accuracy of the natural 
frequencies obtained from the EMA. From the below Fig. 
MAC for all the three modes have a value of 1, which shows that the analysis is carried out 
with strong signals and is accurate.

3.2  Numerical modal analysis

The NMA has been carried out using ANSYS softwa
first three natural frequencies and their respective mode shapes have been obtained from 
the analysis. Table 3 shows the natural frequencies obtained from NMA. Fig. 8 indicates 
the first three mode shapes from NMA. Th
both EMA and NMA are well below the allowable range of 15%. Hence it is found that 
there is a good relativity between EMA and NMA. Table 4 represents the comparison of 
natural frequencies of EMA and NMA.
 

Table 3 Natural frequencies from NMA

Table 4 Comparison of natural frequencies of NMA and EMA

  

NMA 
EMA 

Variation in % 
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Fig. 6 First three mode shapes from EMA 

A Modal Assurance Criterion (MAC) function confirms the accuracy of the natural 
frequencies obtained from the EMA. From the below Fig. 8, it can be observed that the 
MAC for all the three modes have a value of 1, which shows that the analysis is carried out 
with strong signals and is accurate. 

 
Fig. 7 MAC Function 

 
Numerical modal analysis 

The NMA has been carried out using ANSYS software. The plate is fixed at one end. The 
first three natural frequencies and their respective mode shapes have been obtained from 
the analysis. Table 3 shows the natural frequencies obtained from NMA. Fig. 8 indicates 
the first three mode shapes from NMA. The variation of the natural frequencies obtained by 
both EMA and NMA are well below the allowable range of 15%. Hence it is found that 
there is a good relativity between EMA and NMA. Table 4 represents the comparison of 
natural frequencies of EMA and NMA. 

Table 3 Natural frequencies from NMA 

Mode 
Natural frequency in 

Hz 
1 66.691 
2 119.46 
3 428.34 

Table 4 Comparison of natural frequencies of NMA and EMA

Frequency of 
1st Mode (Hz) 

Frequency of 
2nd Mode (Hz) 

Frequency of 
3rd

66.691 119.46 
60.93 120.61 
8.63 0.96 
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A Modal Assurance Criterion (MAC) function confirms the accuracy of the natural 
8, it can be observed that the 

MAC for all the three modes have a value of 1, which shows that the analysis is carried out 

re. The plate is fixed at one end. The 
first three natural frequencies and their respective mode shapes have been obtained from 
the analysis. Table 3 shows the natural frequencies obtained from NMA. Fig. 8 indicates 

e variation of the natural frequencies obtained by 
both EMA and NMA are well below the allowable range of 15%. Hence it is found that 
there is a good relativity between EMA and NMA. Table 4 represents the comparison of 

Table 4 Comparison of natural frequencies of NMA and EMA 

Frequency of 
rd Mode (Hz) 

428.34 
372.85 
12.95 

 



National Conference on Condition Monitoring (NCCM-2023), 27-28 April 2023 

 

209 
 

                      

Fig. 8 First three mode shapes from NMA 

3.3 Crack detection 

On composite plates with and without cracks, the NMA is carried out to determine whether 
a crack is present. A transverse crack with a 3 mm thickness appears 50 mm from fixed end 
of plate. To identify the presence of crack, natural frequencies for cracked and uncracked 
plates are contrasted. The composite plates with and without cracks, as well as their first 
three natural frequencies, are displayed in the table below. 
Due to the change in structural stiffness caused by the crack, the structure's vibrational 
characteristics, such as modal frequencies, mode shapes, and damping ratio, are affected. 
The difference between the natural frequencies of plates with cracks and plates without 
cracks is readily apparent from the table below. The deflection depends on stiffness and is 
inversely proportional to the natural frequencies. When compared to plates without cracks, 
the deflection for cracked plates is high. Because of this, the natural frequencies of cracked 
plates are low compared to those of un cracked plates. One can forecast the presence of a 
crack in the structure using this phenomenon. Fig. 9 shows the meshed cracked composite 
plate in ANSYS. 

3.4 Crack localization 

Using the data set generated from the NMA performed on cracked composite plates, the 
normalized mode shape curve method is trained to find the first three natural normalized 
frequencies intersection. In order to localize cracks in composite plates, the Normalized 
mode shape curve algorithm (NMSCA) is learnt. The NMSCA for composite plates is 
trained using the starting three natural frequencies of cracked plates in Table 5. For each 
crack site and crack thickness for each mode, normalized modal frequencies are 
determined. 
 
For the composite plate, a similarity check is done between real crack and the estimated 
crack position. The interaction spot for the initial three normalized mode curves for the 
cracked composite plate is shown in Fig. 10 at 50.24 mm in length and 2.99 mm in 
thickness, this is really close to where the crack actually is i.e., at 50 mm in length and 3 
mm in thickness. Table 6 compares the position and thickness of composite plate's actual 
and estimated cracks. 

Table 6 Comparison of real and predicted crack location for composite plate 

Illustration Real Predicted 
Error 

(%) 

Location of crack, 
mm 

50 50.24 0.48 

Thickness of crack, 
mm 

3 2.99 0.33 

 



National Conference on Condition Monitoring (NCCM

 

Table 5 Initial three natural frequencies of

Location of 

crack from 

fixed end 

mm 

Thickness 

of crack

mm

No Crack No Crack
50 
50 
50 
50 
50 
100 
100 
100 
100 
100 
150 
150 
150 
150 
150 

 

Fig. 9 Meshed cracked composite 
plate in ANSYS. 

 

4 Conclusions 

For healthy composite plates, the natural frequencies are computed using both EMA and 
NMA. Using NMA, the natural frequencies for cracked plates are determined. Changes in 
natural frequencies on plates with and without cracks can be used to detect 
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Table 5 Initial three natural frequencies of healthy and cracked plate

Thickness 

of crack 

mm 

Frequency 

of 1
st
 Mode 

Hz 

Frequency of 

2
nd

 Mode 

Hz 

Frequency 

of 3

No Crack 66.691 119.46 
1 66.69 119.45 
2 66.5575 119.285 
3 66.425 119.12 
4 66.388 118.975 427.635
5 66.351 118.83 
1 66.69 119.45 
2 66.6585 119.42 
3 66.627 119.39 
4 66.628 119.39 425.915
5 66.629 119.39 
1 66.69 119.45 
2 66.6895 119.445 428.325
3 66.689 119.44 
4 66.6895 119.435 427.835
5 66.69 119.43 

 
Fig. 9 Meshed cracked composite 

Fig. 10 First three normalized mode shape curves 
intersection spot for cracked plate

For healthy composite plates, the natural frequencies are computed using both EMA and 
NMA. Using NMA, the natural frequencies for cracked plates are determined. Changes in 
natural frequencies on plates with and without cracks can be used to detect 
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healthy and cracked plate 

Frequency 

of 3
rd

 Mode 

Hz 

428.34 
428.33 
428.19 
428.05 
427.635 
427.22 
428.33 
427.17 
426.01 
425.915 
425.82 
428.33 
428.325 
428.32 
427.835 
427.35 

 
Fig. 10 First three normalized mode shape curves 

intersection spot for cracked plate 

For healthy composite plates, the natural frequencies are computed using both EMA and 
NMA. Using NMA, the natural frequencies for cracked plates are determined. Changes in 
natural frequencies on plates with and without cracks can be used to detect the presence of 
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a crack in composite plates. With the set of data collected from NMA on cracked 
composite plates, the normalized mode shape curve algorithm is trained to produce the 
normalized mode shape curves. The intersection of the first three normalized mode shape 
curves of the damaged composite plate is utilized to determine where the crack is located. 
The first three normalized mode shape curve intersections provide a solid indication of the 
crack's location. As the difference in error between the actual and estimated crack locations 
is less than 1%, it is found that there is a high degree of agreement between them. 
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Abstract 

 

The Random Forest method, widely acknowledged for its versatility, accuracy, and 

effectiveness in supervised machine learning, has emerged as a prominent algorithm for 

damage evaluation. This research paper focuses on the application of damage monitoring 

in composite materials, with a specific emphasis on utilizing vibration data obtained from 

cracked composite beams. By harnessing machine learning models trained on such data, 

real-time health monitoring and efficient detection of damage in composite structures can 

be achieved, leading to the prevention of catastrophic failures and significant cost 

reductions in maintenance. To enhance the precision of damage localization, this study 

further improves the Random Forest algorithm, which is based on decision trees, by 

incorporating additional features for optimized selection, processing, and hyper parameter 

tuning based on input features. The experimental data collected from natural frequency 

tests is leveraged to train the Random Forest algorithm, enabling accurate prediction of 

crack locations in cracked composite structures. In this paper, 80% of the experimental 

data is allocated for training the Random Forest model, while the remaining data is 

dedicated to testing and evaluating the performance of the generated model. Additionally, 

the efficiency of the Random Forest model is enhanced through the utilization of min-max 

scaling techniques to normalize the training and testing data. The developed Random 

Forest model exhibits exceptional performance in accurately predicting crack localization, 

primarily utilizing the input parameters of the first three natural frequencies of the cracked 

composite beam.. 

 

Keywords: Crack localization, machine learning algorithm, Random Forest algorithm, 

cracked composite beam, natural frequency test, natural frequencies, composite beam. 

 

1. Introduction  

The Random Forest method is widely recognised as a highly accurate and versatile 
supervised machine learning technique. It has gained popularity as an effective damage 
evaluation algorithm due to its ability to handle complex data and provide reliable 
predictions. By training multiple decision trees on different subsets of the data and 
averaging their predictions, the random forest method generates a robust final prediction. 
Composite materials, such as those used in wind turbine blades, aerospace structures, 
bridge decks, and pressure vessels, are susceptible to cracks and other forms of damage. 
Detecting and monitoring these cracks is crucial for preventing costly failures and ensuring 
structural safety. Machine learning (ML) algorithms based on the Random Forest model 
have emerged as powerful tools for crack detection and health monitoring in composite 
beams. These algorithms can analyse data collected from embedded sensors within the 
structures and accurately identify the presence of cracks. Significant contributions have 
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been made in previous studies focused on crack detection and structural analysis. Prashant 
et al. [1] conducted an experimental modal analysis on a rectangular cantilever beam to 
determine its natural frequencies, mode shapes, and modal damping. They utilised an 
impact hammer connected to an FFT analyzer and employed NI Lab VIEW software to 
extract the modal data. Karandikar et al. [2] performed a similar experimental modal 
analysis on beams with different crack configurations using a Fast Fourier Transform 
(FFT) analyzer. They validated their experimental results by comparing them with modal 
analysis conducted in ANSYS, thereby confirming the accuracy of their numerical 
simulations. Ashish et al. [3] investigated vibration-based crack identification methods for 
damage detection in fibre-reinforced composites. Their study revealed the influence of 
cracks on static and dynamic response attributes, emphasising the correlation between 
crack size, location, and changes in natural frequencies and mode shapes. Chandan Kumar 
et al. [4] analytically and experimentally determined the natural frequencies of various 
modes in cantilever beams made of different materials, including aluminium and mild steel. 
Their findings showcased a high level of agreement between theoretical and experimental 
results. Vader et al. [5] investigated the effect of crack location and depth on the natural 
frequencies of composite cantilever beams fabricated with glass epoxy. Through numerical 
simulations in ANSYS and experimental validations, they observed good concurrence 
between the two sets of results. Khalkar et al. [6] proposed a technique based on modal 
analysis in ANSYS Workbench to determine the first mode frequency of healthy cantilever 
beams subjected to bending. Their proposed technique exhibited good conformity with 
modal frequencies obtained using ANSYS Workbench. Furthermore, researchers have 
explored innovative approaches beyond traditional methods. Melville et al. [11] employed 
a deep learning interpretation of ultrasonic guided waves for fast, accurate, and automated 
structural damage detection. Their approach involved conducting full wavefield scans of 
thin metal plates. Daskalakis et al. [12] presented a framework for damage detection and 
localization using neural networks. Their approach, demonstrated through numerically 
simulated data, illustrated the effectiveness of the proposed method. Adam et al. [13] 
proposed a hybrid identification method based on a deep learning approach for crack 
identification in concrete bridge images. Their method was examined and validated, 
showing promising results. In this research paper, our aim is to further advance the field of 
crack detection and structural analysis by exploring the application of the Random Forest 
method and other machine learning algorithms in crack localization and health monitoring 
of composite beams. Our experimental approach involves conducting modal analysis on 
various beam configurations and comparing the results with numerical simulations. The 
outcomes of this study have the potential to significantly enhance the safety and reliability 
of composite structures while minimising maintenance costs. 

1.  Experimental Analysis 

In this research, an experimental analysis was conducted to determine the first three natural 
frequencies of cracked composite beams using an impact hammer test. The composite 
beam selected for the study was made of E-Glass and had dimensions of 
300mm×50mm×3mm. To ensure stability, one end of the cracked composite beam was 
rigidly fixed using a bench vice, while an accelerometer was positioned at the other end. 
The impact hammer was employed to induce free vibrations in the beam. Both the 
accelerometer and impact hammer were connected to a dynamic signal analyzer for signal 
acquisition and processing. The frequency range for the experiment was set to 1440 Hz. 
The impact hammer had a sensitivity value of 10 mv/g, while the accelerometer sensor had 
a sensitivity of 9.68 mv/g. Accelerometers were strategically placed at selected locations, 
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and the initial excitation was provided by the impact hammer. During the impact hammer 
test, the resulting vibrations were measured using the accelerometers. The acquir
vibration data was then analyzed using EDM (Engineering Data Management) software to 
determine the natural frequencies of the cracked composite structure. Figure 1 illustrates 
the cracked composite beam with the acceleration sensor, while Figure 2 depic
hammer test conducted on the cracked composite beam. The results of the first three natural 
frequencies of the cracked composite beams are presented in Table 1. It is important to note 
that the data in Table 1 was utilized to train the Random
Figure 3 showcases the frequency response spectrum of the cracked composite beam, with 
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Table 1. Initial three natural frequencies for a cracked composite beam 

Crack Location from 
Fixed End (mm) 

Crack Size 
(mm) 

First mode (Hz) 
Second mode 

(Hz) 
Third mode 

(Hz) 
50 5 20.315 135.94 169.47 
50 10 20.254 133.03 168.09 

50 15 20.055 129.71 165.75 
50 20 19.513 129.12 162.38 

100 5 20.754 130.08 169.55 
100 10 20.627 129.61 168.36 
100 15 20.418 128.81 166.35 

100 20 20.122 127.62 163.48 
150 5 20.785 129.76 169.71 

150 10 20.737 128.47 168.92 
150 15 20.655 126.39 167.52 
150 20 20.535 123.55 165.46 
200 5 20.802 129.9 169.9 
200 10 20.793 128.97 169.51 

200 15 20.776 127.44 168.77 
200 20 20.749 125.25 167.66 

250 5 20.81 130.19 170.03 
250 10 20.817 130.04 169.97 
250 15 20.824 129.77 169.78 

250 20 20.782 129.12 162.38 
 

 

Fig. A cracked composite beam underwent frequency response spectrum analysis, 

revealing a 5 mm wide crack situated 50 mm away from the fixed end. 

2. Random Forest Algorithm  

 

In the paper Random Forest algorithm is employed for crack detection in composite beams. 
The crack location is determined using the first three natural frequencies obtained from an 
impact hammer test, as presented in Table 1 of the previous section (Section 2). Random 
Forest is a machine learning algorithm capable of both classification and regression tasks, 

Amplitude 

(g/LBF) → 

Frequency (Hz) → 
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and in this paper, it is utilized for regression purposes. By combining multiple decision 
trees, this ensemble method enhances model accuracy and robustness. The Random Forest 
algorithm operates by creating decision tre
data and features. Bagging, a process involving random sampling with replacement, is 
employed to create these trees. Each decision tree is trained on a distinct subset of the input 
data and features, which mitigates over
final prediction of the Random Forest algorithm is computed as the average prediction of 
all decision trees in the ensemble.

Fig. 4 shows the Workflow of random forest regression. 
to train the Random Forest technique consists of a three sets of inputs as first three natural 
frequencies and corresponding outputs consists of two sets of data as crack location from 
clamped end and crack width. The inputs are the 
test on cracked composite specimens, while the outputs are the locations of the damage in 
the composite structure. The data is divided into two segments: the initial portion is used 
for training the model, while the re
Random Forest model is trained using dataset shown in Table 1. After training the model, it 
is to be validated with R-squared score
done by using a validation dataset that was not used during the training process. Once the 
model is trained and validated, it can be used to locate the damage in the composite 
structure. The pre-processed data is input into the model, and the output is the location of 
the damage in the structure.  Fig. 5 shows plot between the predicted and actual values of 
crack location. 

Fig. 5 Plot between the predicted and actual values of crack location
 
 

National Conference on Condition Monitoring (NCCM-2023), 27-28 April 2023 

and in this paper, it is utilized for regression purposes. By combining multiple decision 
trees, this ensemble method enhances model accuracy and robustness. The Random Forest 
algorithm operates by creating decision trees trained on randomized subsets of the input 
data and features. Bagging, a process involving random sampling with replacement, is 
employed to create these trees. Each decision tree is trained on a distinct subset of the input 

gates over fitting and enhances the model's generalization. The 
final prediction of the Random Forest algorithm is computed as the average prediction of 
all decision trees in the ensemble. 

Workflow of random forest regression. This dataset shown in Table 1 used 
to train the Random Forest technique consists of a three sets of inputs as first three natural 
frequencies and corresponding outputs consists of two sets of data as crack location from 
clamped end and crack width. The inputs are the extracted features from impact hammer 
test on cracked composite specimens, while the outputs are the locations of the damage in 
the composite structure. The data is divided into two segments: the initial portion is used 
for training the model, while the remaining portion is dedicated to validating the model. 
Random Forest model is trained using dataset shown in Table 1. After training the model, it 

squared score to check its accuracy and efficiency. This can be 
dation dataset that was not used during the training process. Once the 

model is trained and validated, it can be used to locate the damage in the composite 
processed data is input into the model, and the output is the location of 
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the crack location. The MAE of the model was found to be 5.547, which suggests that the 
average deviation between the model's predictions and the actual crack locations was small. 
The MSE was 92.52, further demonstrating the model's accuracy in predicting the crack 
location. The R2 score of 0.971 suggests that approximately 97% of the variance in the 
target variable, the crack location. This is an outstanding result and demonstrates the 
model's strong ability to accurately predict the crack location. In conclusion, the results of 
the performance analysis of the improvised model show that it has a mean absolute error of 
5.55, a mean squared error of 92.52, and an R2 score of 0.97. This indicates a high level of 
accuracy in predicting the location of a crack for the three resonant frequencies as input. 
The study findings highlight the model's significant capability in effectively identifying 
cracks and various types of internal damage within composite structures, such as bridges. 
The use of multiple non-destructive inspection results, as inputs for the model, enhances its 
accuracy compared to using just one inspection result. 
 

3. Conclusions 

In conclusion, the results of this research show that the ML model developed in this study 
is highly effective in predicting the location of cracks in a structure based on its resonant 
frequencies. The high level of accuracy achieved by the model makes it a valuable tool for 
structural engineers and other professionals in the field. Further research may be necessary 
to optimize the model's performance and explore its potential applications in other areas. In 
conclusion, the proposed method offers a reliable and efficient way to diagnose composite 
structures, and could lead to more accurate inspection methods based on artificial 
intelligence. Future research challenges include the incorporation of additional non-
destructive methods and analysing parameter measurement error and the applicable range. 
Overall, this research emphasizes the potential of machine learning algorithms in 
diagnosing composite structures and ensuring their safety. 
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Abstract 

Vortex-Induced Vibration Aquatic Clean Energy (VIVACE) is a recent technology that 

monitors vortex-induced hydro-dynamic forces to drive the power convertor and is one 

many renewable ocean energy generation methods. This convertor monitors power when 

placed in a stream of water such as in the ocean floor or the river bed. In order to analyse its 

condition, a small scale geometry of the convertor of diameter (D) 60 mm, length (L) 1 m 

and density 2200 kg/m
3
 is simulated using ANSYS Fluent for water flow velocity (U) 0.15 to 

0.6 m/s (Reynolds Number range of 7.5x10
3
 to 30x10

3
)in cross-flow conditions. Oscillation 

amplitude (A), oscillation frequency (fosc) and lift forces generated are monitored from the 

simulation of VIV phenomenon in Fluent against time scale for the spring-mounted rigid 

cylinder. Spring stiffness (k) values of 125 N/m and 250 N/m are used to compare the results. 

The oscillation amplitude/cylinder diameter ratio (A/D) and Power developed are plotted 

against Reynolds number and reduced velocity (U*). Amplitude variation from cycle to cycle 

and Power stability are monitored for each simulation case and concluded that the 

governing parameter for effective power extraction is the reduced velocity (U*) which should 

lie between 7.0 and 8.0. The theoretical equations for power and efficiency estimation are 

deduced mathematically. Finally (i) the efficiency is calculated and verified with literature, 

(ii) power monitored from simulation is compared with theoretical value and (iii) 

parameters that contribute to maximize the efficiency are explained. These efficiency and 

power implications can further help to design the VIVACE power plant according to the 

power requirements. 

Keywords :  ANSYS Fluent, Flow Induced Vibrations, Reynolds number, Strouhal Number, 

Vortex-Induced Vibrations, VIVACE. 

 

I.   Introduction: 

Vortex-Induced-Vibrations for Aquatic Clean Energy, or VIVACE convertor uses the 
condition monitoring and fluctuations in the lift force on a circular cylinder due to cross 
flow of fluid (due to Karman-vortex street) to monitor the cylinder oscillations into 
mechanical power, which is then used to drive magnetic coil to produce electrical power. 
Researchers at the Marine Renewable Energy Lab, University of Michigan, Bernitsas and 
Raghavan [1][2]&[3], have performed experiments to monitor on various parameters that 
govern the VIV phenomenon by using spring-mounted cylinder in water tunnel test 
facilities. 

 
Strouhal Frequency is the frequency of von-karman vortex shedding for the case of 
stationary cylinder and is defined in the literature (Goudarzi [4]) by (1) and the Strouhal 
number is taken as ‘0.2’ for this work irrespective of the roughness from the Strouhal 
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Number-Reynold Number relationship as shown in Fig.1. for the Reynolds number between 
the range 103 and 105. 

fstr = (St x U)/D                                                                      (1) 
 

 

 

 

 

 

 

 

        Fig. 1. Strouhal Number vs. Reynolds Number [8]&[4]. 

But when the cylinder is free to move in transverse direction on elastic spring, the 
oscillation frequency non-intuitively deviates from the Strouhal relationship (1) but still 
follows a linear relationship (2) that is evident from Fig.10. in [4]. 
 

                                 fosc approximately = 0.75*fstr to 0.9*fstr                  (2) 

                                                                     = f0 * fstr                                                        (3) 

In this context, obvious intuition is that the amplitude of oscillation would be 
highest when the Strouhal frequency matches the natural frequency of the system. But in 
practice, the non dimensional reduced velocity (U*) is the parameter which explains the 
synchronization and it is expressed in (4) [4]. 

                                                         U*=U/(fn x D)                                                     (4) 

When U* lies near 7.5, the amplitude of oscillation is maximum as found in the 
literature [4] & [5]. U is the fluid cross-flow fluid velocity. The natural frequency of the 
spring-submerged-cylinder system, fn is given by the expression (5) as in [4], 

																																													��� Ò�ÓÔ4 uÕC + Ö�8                                                   (5)       

k is the spring stiffness, mc is the mass of the cylinder and ma is the added mass. For 
submersible vibrating bodies, added mass is calculated as   
    

                                          ma = cd*md              (6)    

 
cd = 1 for cylinder and md is the mass of the displaced fluid   
 

II.  Condition Monitoring of Simulation Procedure 

 

ANSYS Fluent 2D solver is used for simulating the cross flow of water around the cylinder 
by creating a circular void in the rectangular domain as shown in Fig.2. The built-in Six-
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DOF solver is used to monitor the simulation the 2-way Fluid-Solid Interaction. The Fluent 
solver translates the instantaneous pressure developed on the surface of the cylinder into 
vertical force and gives it as input to the cylinder motion and the displacement of the 
cylinder thus obtained by solving the motion equation is back-propagated to the dynamic 
mesh and updates the mesh for the next time-step. Total simulation time is chosen as 6 s to 
13 s depending on the convergence response of the instantaneous coefficient of lift. 
Specifications, Mesh and Schematic setup are discussed in the following sections 

A. Specifications 

Diameter of the cylinder is kept constant at 6 cm as in Goudarzi 

 [4] and cylinder length of 1 m is used since ANSYS Fluent 2D solver is found to be more 
consistent with unit thickness (1 m). Other specifications are given in Table 1. 
 

Table 1:   Specifications of the VIVACE simulation 

 
B. Mesh and ANSYS Fluent Setup 

Triangular element mesh is generated in ANSYS for the fluid domain as shown in Fig.2. 20 
Inflation layers starting with 0.1mm layer height are provided as shown in Fig.3. The fluid 
domain proportions are chosen as per the water tunnel depth in [4] and a downstream length 
of 1m that is just enough to show the cylinder wake. 
 

Parameter 
Values from considered 

literature 
Present Work 

 

Diameter (D) 
12.5 cm [1][2], 

3.81 cm 
[8], 6 
cm [4], 

6.35 cm [3] 

 

6 cm 

 

Length (L) 
0.91m [1][2], 
0.38 m [4], 
0.3 m[6] 

 

1 m 

 

Mass Ratio (m*) 
1.45 [1] [2], 

2.6 [8], 
2.26 [4] 

 

2.2 

 

Damping Ratio (ξ) 
0.05939 [2], 
0.005 [6], 
0.05 [4] 

Not explicitly specified, as this 
can be obtained only in 
physical tests 

 

Velocity (U) 
0.4 – 1.2 m/s 

[1][2], 
0.3 - 1.5 m/s [4], 

0.453 m/s [6] 

 

0.15 - 0.6 
m/s 

Reynolds Number 
(Re) 

0.44–1.34x105 [1][2], 
15x103 – 60x103 [4], 
10.7x103-30.4x103 [6] 

 

0.75x103 - 30x103 
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Fig. 2. 2-D Mesh with fluid domain surrounding  Fig. 3. Zoom-in view of inflation 

layers              the cylinder     

C. Schematic of VIVACE convertor 

Schematic of VIVACE hydro power generator as devised by researchers in Marine 
Renewable Energy Lab, University of Michigan [1] is shown in a simplified manner in 
Fig.4. 
 
 

 

 

 

 

 

 

Fig.4. One-cylinder VIVACE convertor unit 
 

A total of six simulations are monitored. Flow velocities of 0.15 m/s, 0.3 m/s and 0.6 m/s are 
used for 125 N/m spring stiffness and 0.2 m/s, 0.4 m/s and 0.6 m/s are used for 250 N/m 
spring stiffness.  
 
Simulation 2-2 is selected and presented in Section III as an example to illustrate the lift 
coefficient variation with time, dynamic mesh deformation, velocity contours and 
displacement, velocity and power curve with time.   
 
The summary of all the simulations is presented in results and discussions in section IV. 

 

I. Results of Simulation-2-2 

Sim 2-2 is run with a spring stiffness of 250 N/m and flow velocity of 0.4 m/s. Lift 
Coefficient stabilized at approximately 4 s and fluctuates between -0.65 to +0.65 
approximately as shown in Fig.5 indicating the fluctuating forces generated on the cylinder 
due to alternate shedding of vortices on top-half and bottom-half semi-surfaces of the 
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cylinder. The contours of dynamic mesh deformation when the cylinder is at bottom 
extreme oscillation are shown in Fig.6 respectively. The Von-Karman vortex street 
developed in the wake of the oscillating cylinder is captured by the velocity contours shown 
in Fig.7. at bottom extreme of the cylinder. 

The instantaneous values of lift force in N and instantaneous values of cylinder 
displacement amplitude in cm are plotted on a timescale as shown in Fig.8. 

 

Fig.5. Lift Coefficient vs. Time - Simulation 2-2. 

 

 

 

 

 

 

 

Fig.6. Dynamic cell volume change - bottom extreme point. 

 

 

 

 
 

Fig.7. Velocity Contours (m/s) - bottom extreme point. 

 

 

 

 

 

 

Fig.8. Oscillation amplitude and lift force versus time plot. 



National Conference on Condition Monitoring (NCCM-2023), 27-28 April 2023 

 

225 
 

The power developed by the VIVACE convertor is obtained by computing the 
instantaneous cylinder velocity from amplitude data from time differentiation function in 
MATLAB. The velocity thus obtained (in m/s) is then multiplied with lift force (in N) to get 
the instantaneous value of mechanical power. The fluctuations of power developed, as 
shown in Fig.9 can be minimized by connecting 3 to 5 cylinders to the generator common 
line 

Hence the RMS value of power as obtained from Fig.9 (excluding the beginning 3 s 
of instability) which is 0.3485 watts is considered as the capacity of the VIVACE convertor 
unit at a water flow velocity of 0.4 m/s assuming that the fluctuations of power would be 
compensated to a constant value by installing a group of oscillating cylinders.  

Fig. 9. Cylinder velocity and Power developed versus time 
 

II. Results and Discussion 

The simulation results are presented in Table-3. The variation of oscillation amplitude / 
cylinder diameter (A/D) with Reynolds number is shown in Fig.10 and with reduced 
velocity is shown in Fig 11. for spring stiffness of 125 N/m and 250 N/m. As the spring 
stiffness increases, the maximum amplitude shifts at a higher Reynolds number to the right. 
However, the peak amplitude occurs between Reduced velocity (U*) of 7.0 and 8.0 
irrespective of the spring stiffness (both 125 N/m and 250 N/m) as in simulation results 
Table-3 and similar results are obtained in Goudarzi [4]. 
 

This indicates that the diameter, density, length and spring stiffness of the VIVACE 
convertor should be chosen such that the reduced velocity (U*) falls in the Uc* range of 7.0 
to 8.0. 

The power developed vs Reynolds number is shown in Fig.12. and power developed 
vs non-dimensional reduced velocity U* is shown in Fig 13. 

 
7.  

 

 

 

 

Fig.10. A/D ratio versus Reynolds number. 
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Fig.12. Power developed (in W) versus Reynolds Number. 

 

Fig.13.Power Developed (in W) versus U*. 

 

It is evident from Fig 12 and 13 that the power developed increases with increase in the 

spring stiffness. 

Table 2 summarizes the results for each simulation case. Percentage variation of 
amplitude is least (11.59% and 8.75%) when U* is in the vicinity of 7.0 to 8.0 and outside 
this range the percentage variation of amplitude between successive cycles is as large as 
131.46 %. The amplitudes versus time for each value of U and U* are shown in Fig.14. 
for k =  250 N/m respectively. 

 

 

 

 

 

 

Fig.14. Oscillation amplitude versus time, k = 250 N/m 
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Table 2. Simulation Results 

Sim 
No. 

fstr 
(Hz) 

fosc 
(Hz) 

fn (Hz) f*=fosc/fn U*= U/ 
FnD 

CL Average 
Amplitude    

(cm) 

A/D Power 
Develope

d 
(in W) 

% 
variation of 
amplitude 

Oscillation 
amplitude 
stability 

1-1 0.500 0.501 0.5915 0.8469 4.226 2.320 1.720 0.2866 0.0507 70.93% Unstable 

1-2 1.000 0.833 0.5915 1.4082 8.453 0.561 3.535 0.5891 0.2227 11.59% Stable 

1-3 2.000 1.742 0.5915 2.945 16.906 0.522 1.093 0.1822 0.1132 131.46% Unstable 

2-1 0.666 0.6218 0.8366 0.7432 3.984 1.714 1.447 0.2411 0.0489 62.8% Unstable 

2-2 1.333 1.1928 0.8366 1.4257 7.968 0.666 3.426 0.5711 0.3485 8.75% Stable 

2-3 2.000 1.6129 0.8366 1.9279 11.953 0.460 1.145 0.1908 0.1729 86.38% Unstable 

 

The theoretical relations that can be used to monitor the power developed are 
elaborated as follows: Power = Force x Velocity 

 

= [CL.(A/D).2π f0.(0.2). sin(ωosct).cos(ωosct + π)]x [1/2.ρ.D.L.U^
3]                    (7) 

So the efficiency can be formulated as : 
 
η = [CL.(A/D).2π f0.(0.2). sin(ωosct).cos(ωosct + π)]                                                  (8) 

 
The maximum value of sin(ωosct).cos(ωosct + π) is 0.5. 

 

0.4089 W and is close to the peak power of 0.5 W in Fig. 13. 

From equation (8) an efficiency of 21.3 % is obtained which is close to 22% 

efficiency obtained in experimental tests [1] [2] and thus it can be concluded that lift 
coefficient (CL), oscillation amplitude ratio (A/D) and the ratio between fosc to fstr (f

0) are the 
key factors that contribute for efficiency of the convertor. Comparison is given in Table 3. 

 

Table 3 : Comparison of Efficiency and Power data 

 
 

 

 

V. Conclusion 

The monitoring of the VIVACE cylinder is expressed in: 

i. Oscillation amplitude (A) and oscillation amplitude ratio (A/D) 
ii. Coefficient of lift force (CL) 

iii. Ratio between fosc and fstr (f
0) 

iv. Stability in oscillations from cycle to cycle 
v. Stability in power generated 

vi. Non-dimensional reduced velocity (U*) 
 

Parameter Theoretical Simulation Experimental 

Efficiency 21.3 % - 22 % [1][2] 

Power 0.4089 W 0.5 W - 
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Abstract 

The use of fluid-conveying pipes in engineering applications can be found in a 

variety of structural systems. In the case of dynamic model analysis with fluid-structure 

interaction (FSI) for structures in the fields of aerospace, Biomedical, and aerodynamics 

engineering had numerous applications. The various industrial applications in India have 

a vast network with non-uniform pipelines. This paper carries the vibration analysis of a 

non-uniform underwater pipeline with both ends fixed boundary conditions. The 

mathematical model is carried out using theoretical analysis. The simulation was carried 

out with the help of the commercial package MATLAB
®

 application. The stability of the 

fluid in the varying cross-section is the key factor in the residual stress generation. This 

study focuses on the expansion and contraction effects on the pipe caused by the external 

force and the residual stresses. An understanding of such unstable system behaviour is 

required for improving the system design and analyzing the damage effects. Further, future 

work would focus on experimental studies.   

Keywords: non-uniform pipeline, vibrational analysis, stability, residual stress  

1. Introduction 

Pipes conveying fluids are an important research subject of interest for engineers due 
to its widely usage in engineering applications. Pipes used in transferring fluids between 
equipment like in the petrochemicals processes, Fertilizer’s plant, and transferring fluids for 
a long distance like LPG pipelines, and water pipelines between cities. In most practices 
pipes are exposed to vibrations caused by rotary equipment like pumps, compressors, and 
by wind. Also, pulsating fluid flow causes vibration which affects pipe material. These 
fluid forces affect the pipe and cause problems like pipe failure and plant shutdown which 
means money loss. So, it must be considered during the process of pipe system design. The 
most common configuration of a straight pipe with variable cross-sections convoying a 
steady-state flow with constant flow-rate and mounted on rigid supports carrying a steady 
flow with a constant velocity. 

Stein and Tobriner [1], worked on numerical solution for the equation of motion that 
represents the behaviour of an elastic material supported pipe of infinite length transporting 
an ideal pressured fluid is presented, as well as a fresh interpretation of the effects caused 
by internal pressure forces. Chen [2] presented a linear theory to account for the motions of 
extensible curved pipes conveying fluid. The natural frequency is also studied, and it is 
shown that with rising flow velocity, the frequency lowers. Ismael et al [3] studied the 
behaviours of an annular pipe transporting fluid were characterised using the transfer 
matrix approach. The dynamics behaviour is estimated for any point located along the 
annular pipe, which is separated into nodes and elements, considering the type of support 
and heat flux range from for different flow rate levels. Wang and Bloom [4], carried out 
research topic related directly to the concentric pipe system designs in silo or other mixing 
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units. They carried the mathematical model with Floquet evaluation method for the 
pulsatile flow case, and they discover that for current pipe system designs with acceptable 
flow rates, and the concentric pipe system is stable. Zhang et al [5] developed a 
mathematical model with moving pipes and flowing fluid using the Eulerian method. The 
effect of initial axial strain and fluid flow on the dynamic behaviour of the system is 
explored. Fernad et al [6] provide a simplified approach for determining the fundamental 
frequency of bending vibrations in fractured Euler- Bernoulli beams. The fundamental 
frequency is calculated using the Rayleigh approach and the approach yields closed-form 
formulas for the fundamental frequency in the given example. Comparing with simulation 
results confirms its validity Simha and Kameswara [7] created a finite element programme 
for rotationally constrained long tubes with internal flow that are supported by a Winkler 
foundation. Using the finite element method, the dynamic response of linear Bernoulli-
Euler pipes rotationally controlled at either end was investigated.  

Aldraihem and Baz [8] carried out research on the stability analysis and responses of 
stepping tubes exposed to a stream of moving objects. The accuracy of the result is 
demonstrated by calculating the stability bounds of simply supported tubes and comparing 
the results to those described in the literature. Reddy and Wang [9] used the dynamic 
version of the concept of virtual displacements to derive a comprehensive system of 
equations of motion regulating fluid-conveying beams. The study carried for both the Euler 
- Bernoulli and Timoshenko beam theories, accounting for von Karman nonlinear strain, 
rotational inertia, forces related to the fluid flow in the beam, and kinetic energy of the 
flowing fluid. Yoon and Son [10] investigated the influence of an open crack and a moving 
mass the dynamic characteristics of a fluid-conveying pipe that is simply supported. The 
mathematical expression is calculated using Lagrange's equation and numerically analysed. 
Olunloyo et al [11] studied the energy technique and used to derive the system of 
equations, which contained the effects of temperature variation along the length of pre-
stressed and pressured pipe. Yoon et. al. [12] studied the dynamic characteristics of double 
cracked simply supported beam. Frequency response of a simply supported beam with 
double cracks is measured by experiments. They find that when the crack positions 
are constant, the natural frequencies of a simply supported double-cracked beam are 
inversely proportional to the crack depth. Amabili et al. [13] studied the dynamic behaviour 
and instability of simply supported, circular cross section shells with in viscid 
incompressible fluid flow. The results reveal that divergence causes the system to lose 
stability.  

2.   Mathematical Modelling 

In this chapter, a mathematical model is formulated by developing equations for the 
motion of a straight variable cross-section fluid conveying pipe fixed from both ends and 
these equations are to be solved for the response to forced sinusoidal excitation. 

2.1 Equations of motion 

Consider a pipe with a variable cross-section A(x), a length L, an elastic modulus E, 
and a second moment of area I (x). A fluid flows through a pipe with a density ρf (see 
Figure 1), and the pipe vibrates as a result of an exciting force Fex (t, x). Figure (2) shows 
the forces acting on fluid and pipe elements. 
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Layout of pipe (a) expansion, (b) contraction   (c) Pipe geometry 

Fig. 1: Layout of acting force and pipe geometry. 

Resolving the forces on fluid element along and perpendicular to the tangent to the center 
line of the deflected element the following equation is obtained: 

( ) ( )AP AP1 1
(AP +  δx) - (AP -  δx) + qSδx = 0

xx2 2

∂ ∂

∂ ∂
                        (1) 

Balancing the forces in the Y direction on the Fluid element for small deformation gives, 

f y

y 1 y y 1 y
Fδx - ρ Aa + -PA  + -PA δx  - -PA  - -PA δx

x 2 x x x 2 x x

 ∂ ∂ ∂   ∂ ∂ ∂        
          ∂ ∂ ∂ ∂ ∂ ∂          

uur
    (2)  

Equation (2) gets the final form as, 
2

f y 2

y
F - ρ Aa  - PA  = 0

x

∂
∂

uur
                                                        (3) 

The forces on the element of the pipe normal to pipe axis accelerate the pipe in Y 
direction element (see Fig. 2 (b)). For small deformations: 

2

ex p p 2

1 Q 1 Q y 1 y y 1 y
- Q - δx  + Q + δx  - T  - T δx + T  - T δx  

2 x 2 x x 2 x x x 2 x x

y
  + F δx - Fδx - ρ A δx = 0

t

   ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂       
          ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂          

∂
∂

  (4)   

 
 

 

 

 

             (a)  Fluid element             (b) Pipe element 

Fig. 2: Moments and forces exerted on element 
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Reducing F from Eq. (3) we get, 

( ) ( ) ( )
2 2 2 2 2

2
f p p f f ex2 2 2 2

y y y y
E I  + ρ AU  + PA - T  + ρ A  + ρ A  + 2Uρ A  = F

x x x t x t

 
 



∂ ∂ ∂ ∂ ∂
∂∂ ∂ ∂ ∂ ∂

 (5) 

Since Q is proportional to 
3

3

y

x

∂
∂

the third term of Eq. (4), can be neglected, hence we get, 

( )PA - T  = 0
x

∂
∂

, and here, (PA - T) = constant 

2.2  Calculation of Pipe Area (Ap) 

Where d is inner diameter, di is inlet inner diameter, do is outlet inner diameter, tp is 

thickness area, Ap outer area, A is inner area and A  is inner area at inlet. Geometry is given 

in Fig. 1(c). The area of the pipe is to be calculated from: 

                                
( )2 2

p p

π π
A  = d + 2t - d

4 4
                                                      (6) 

Since, i
p

d
t <<

2
 ,             

( )
( )

( )
2p pi

p

i

4t 4tdπ
A = d x = A  

4 d x d x d
 

   
   

 



          (7) 

     i iPA - T = PA  - T                                                   (8) 

2.3  Dimensionless variables 

*
p p p* *o

p o p

i * i i i i

t A tdx y A d(x)
x*= ,  y* = ,  A* = , A  = 4A*  or ,  d  = , d* = ,   t  = ,

L L A d A d d d
 

Since,  i

o

A
  = ,

A
n  we get 

( )
2* *

o o

1 1
 =  =  

A 4 d
n

π
  

By substituting all dimensionless terms in Eq. (5) gets the final form as, 

( )2

2 2 2 2

2 2 * 2 * 2 * 2 *
1* * * * * * * * * *2

ex* ** * * *

y y y y
I  + A U + P A  - T  + A  + 2U A  = F

x tx x x t

 ∂ ∂ ∂ ∂ ∂
α β  ∂ ∂∂ ∂ ∂ ∂ 

     (9) 

The exciting force F* is a function of x* and t*. Hence, for sinusoidal excitation, the 

dimensionless exciting force may be put in the following form: 

* * * *
ex exF  = F (x ,t )                                                   (10) 

** * * (i Ωt )
exF = f (x )e                                                (11) 
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Let 
** * iΩty  = Y(x )e , and Y(x*) is the complex dimensionless amplitude. 

We know: Y (0) = Y (1) = 0 and * ** *x = 0 x = 1

dY dY
| = | = 0

dx dx
. Let r iY = y  + iy  , Hence we get, 

2

2 2

2 22
* * * * * * 2 * * * 1/2 *i i r

*2 ** i*

d dd y y
αy

dy
I  + (A U + P A - T )  - Ω A  + 2iΩU A = f

dx dxdx dx
β  

 
 
 

           (12) 

Assume  

*

1 * *

2 dI
C  = 

I dx
; ( )2 2* * 2 * *

2 *

1
C  = A U + λ + d I dx

I
;

*
2

3 *

A
C  = Ω α

I
; 

*
1* 2

4 *

A
C  = 2ΩU β

I
;

*

5 *

f
C  = 

I
 

Hence, the Eq. (12) becomes, 

'''' ''' '' '
r 1 r 2 r 3 r 4 i 5y  + C y  + C y  - C y  - C y  = C                              (13) 

'''' ''' '' '
i 1 i 2 i 3 i 4 ry  + C y  + C y  - C y  - C y  = 0                               (14) 

The dimensionless velocity U* can be given as,  

1
2

* f i

i

Lρ A
U  = U

EI

 
 
 

, here f f
*

i

Q Q
U =  = 

A A A
, Hence

1
2

* f f i
*

i i

Q L ρ A
U  = 

A A EI

 
 
 

, 
*

* f
*

Q
U  = 

A
  (15) 

The dimensionless second moment of inertia U* can be given as,  

( )
( )

44* * *
p

*

4*
p

d + 2t - d
I  = 

1 + 2t - 1

 
  
 
  

, here p

d
t  << 

2
, Now,

( )
( )

( )
( )

31 ** * ** 22
pp

* *

* *
p p

A  + 2t AA  + 2t
I  = A  = 

1 + 2t 1 + 2t
(16)  

Differentiating I* w.r.t. x* we have, 

( )( )
* *

1* * *2
p p* *

dI dA3= A  + 2t 1 + 2t2dx dx
; ( ) ( )

22 * 2 * *
1 1* * -*2 2

p*2 *2 * *
p

d I d A dA 13 3= A  + 2t A2 4dx dx dx 1 + 2t

  
  
   

 

2.4  Excitation force f * 

The dimensionless exciting force f* is,     ( ) ( )
* 2m

*

*
max

f
 = n + 1 - n sin πx

f
 
                      (17)         
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2.5  Solution of the equatio

The equations (13) and (14) are in fourth order equation so it transformed into eight first 
order equation using MATLAB

        Let r 1 r 2 r 3 r 4

i 5 8

y =  y ,        y  =  y ,           y  =  y , 

y =  y ,        y  =  y ,           y  =  y , 

  

 

We know,   
( ) (
( ) (

1 2 5 6

1 2 5 6

y 0  = 0,     y 0  = 0,     y 0  = 0,     y 0  =

y 1  = 0,      y 1  = 0,     y 1  = 0,      y 1

The solution can be given in the following form as,

  2   2
1 5Z = (y + y ) , and  Vibration velocity = (y + y )

The coefficients C1, C2, C3 and C

* *2 2 * * *

1 2* * * * *2 * *

2 dI 1 Q d I A Q
C = ;C =  + 

I dx I A dx
  ;  

 
 
 

3 Results and Discussion 

To obtain the numerical result we have a
elasticity of 210 GPa and density of 7850
Moreover, the fluid used for study in all cases is water having a density equal to 1000 
kg/m3, pressure at entrance is 
different pipe shapes are classified
contraction cross-section. The expansion or contraction area having a 
which has three values 0.01 
expansion or contraction cross
m, 0.5 m and 0.8 m of the pipe length L
using three ratios. These pipe shape parameters variation allowed to study of 27 expansion 
pipe cases and the same number of cases for contraction pipe shape to be carried out. All 
cases compared with straight pipe

 

 

(a) Entry length Li = 0.2 

Fig. (4), Vibration amplitude Y* versus dimensionless frequency 

expansion length with

National Conference on Condition Monitoring (NCCM-2023), 27-28 April 2023 

Solution of the equations  

The equations (13) and (14) are in fourth order equation so it transformed into eight first 
order equation using MATLAB® code BVP4C for solving the boundary value problem.

'
r 1 r 2 r 3 r 4

i 5 8

'' '''

6
' '' '

i i
''

i 7

y =  y ,        y  =  y ,           y  =  y ,           y =  y

y =  y ,        y  =  y ,           y  =  y ,    

  

       y  =  y
 

) ( ) ( )
) ( ) ( )

1 2 5 6

1 2 5 6

y 0  = 0,     y 0  = 0,     y 0  = 0,     y 0  = 0     at x = 0

y 1  = 0,      y 1  = 0,     y 1  = 0,      y 1  = 0      at x = 1

solution can be given in the following form as, 

  2   2
2 6Vibration velocity = (y + y )  

and C4 can be expressed as, 

* *2 2 * * *
2 1

2
3 4* * * * *2 * *

2 dI 1 Q d I A Q
C = ;C =  + λ + C = Ω α; and C = 2 Ω

I dx I A dx
  ;  

I
 β

I

 
 
 

 

To obtain the numerical result we have a pipe material of steel with a modulus of 
elasticity of 210 GPa and density of 7850 kg/m3, length L is 10 m and thickness

used for study in all cases is water having a density equal to 1000 
, pressure at entrance is 2 bars and the flow velocity is 0.48 m/s. 

classified as pipes with expansion cross-section
section. The expansion or contraction area having a varying length L

 m, 0.1 m and 0.2 m of the pipe length L. The position of
cross section along the pipe Li was varied using

.8 m of the pipe length L. Moreover, the pipe diameter ratio was studied 
pipe shape parameters variation allowed to study of 27 expansion 
number of cases for contraction pipe shape to be carried out. All 

pipe results as a reference case. 

 (b) Entry length Li = 0.5 
 

(c) Entry length L

(4), Vibration amplitude Y* versus dimensionless frequency Ω at different entry and

expansion length with a diameter ratio di/do = 0.4 

234 
 

The equations (13) and (14) are in fourth order equation so it transformed into eight first 
code BVP4C for solving the boundary value problem. 

 0     at x = 0

 = 0      at x = 1
 

1
2λ + C = Ω α; and C = 2 Ωβ

 

pipe material of steel with a modulus of 
thickness is 12 mm. 

used for study in all cases is water having a density equal to 1000 
s and the flow velocity is 0.48 m/s. Cases having 

section and pipes with 
varying length Lci 

m, 0.1 m and 0.2 m of the pipe length L. The position of 
using three values 0.2 

. Moreover, the pipe diameter ratio was studied 
pipe shape parameters variation allowed to study of 27 expansion 
number of cases for contraction pipe shape to be carried out. All 

(c) Entry length Li = 0.8 

at different entry and 
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       Figure (5) shows pressure gradient variation along pipe length. The Pressure gradient 
duration increases with increasing the expansion dimensionless length Lci. An adverse 
pressure gradient take place over the entry expansion dimensionless length Lci and it is 
probably the reason for increasing vibration amplitude with the expansion dimensionless 
length Lci. Changing the entry length Li doesn't have any similar effect on the pressure 
gradient, it is realized from Figs. (4) and (5) that the larger dimensionless vibration 
amplitude Y* coincide with the larger Li, is the larger. The region with zero pressure 
gradients is a region with constant fluid kinetic energy similar to the straight pipe values. 
Figure (6) shows that cases have vibration velocity within the acceptable range at all 
frequencies value. And all cases have vibration velocity lower that the straight pipe value. 

 

Expansion length (a) Lci=0.01, (b) Lci=0.1, (c) Lci=0.2    Entry length (a) Li = 0.2, (b) Li = 0.5, (c) Li = 0.8    

Fig. (5)  Pressure gradient variation with           Fig. (6) Vibration velocity and frequency 
  diameter ratio (di/do) = 0.4                      with a diameter ratio (di/do)=0.4 

 
Figure (7) shows the effect of changing expansion length Lci on vibration amplitude 

Y*. it is noticed that at expansion length Lci = 0 it expresses about straight pipe. The 
expansion length decreases the vibration amplitude Y* in the beginning and increases 
marginally. 

Entry length (a) Li = 0.2,   (b) Li = 0.5     (c) Li = 0.8 

Fig. (7), Effect of dimensionless expansion length Lci on vibration amplitude Y* for  different 

expansion position with a diameter ratio (di/do) = 0.4 
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4. Conclusions 

     Increasing the frequency has no effect on the vibration amplitude in all cases which 
studied while studying expansion cases, the expansion decreasing the vibration amplitude 
Y*. Also, the vibration amplitude Y* decreased by increasing diameter ratio, increasing the 
dimensionless entry length Li or decreasing the dimensionless expansion length Lci. These 
factors have a similar effect on Vibration velocity. Pressure gradient too decreases by 
increasing the dimensionless expansion length Lci or increasing the diameter ratio or both. 
So, it’s clear that, the expansion should be sudden and placed at the beginning of the pipe. 
On the other side, contraction cases have higher vibration amplitude and vibration velocity. 
Many different adaptations, tests, and experiments have been left for the future which will 
contribute to the improvement of previous work. The following suggestions could be 
tested: (i) to study the effect of pipe variable geometry on its natural frequency, (ii) to carry 
the obtained numerical results by reliable experimental work. 
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Abstract 

The functionally graded micro electro mechanical system (FG-MEMS) sensors are widely 

used in various industrial applications due to its low power consumption, high sensitivity 

and high resolution. Recently, these sensors are being used in monitoring the condition of 

the machinery, dynamic certification of any intended structural components, fault 

prediction, structural ageing issues, and various other structural dynamics research and 

diagnostics. The design of such devices is challenging for engineers, since its performance 

depend on many parameters. To solve this problem, the present work investigated the 

optimal design parameters of FG-MEMS sensor to improve their performance, resolution 

and reliability in condition monitoring. In order to obtain the effective material and 

geometrical parameters of FG-MEMS sensor, a surrogate optimization methodology with 

artificial neural network (ANN) function estimation model is proposed. The material 

properties are graded using generalized power law model and modified couple stress 

theory is employed to capture the size effects. Finally, a case study of beam crack detection 

using FG-MEMS accelerometer is demonstrated. 

Keywords : FG-MEMS sensor; Condition monitoring; Artificial neural network; 

Optimization. 

 

1.Introduction 

In recent years, the vibration measurement technique has been extensively used in  
condition monitoring of various machines[1], dynamic qualification of newly designed 
structural components[2], faults detection and other aging-related issues in structural 
components [3]. Due to their low cost and compact size, MEMS sensors and 
accelerometers have recently attracted attention in condition monitoring. Because of the 
extensive integration process, MEMS' intrinsically tiny size enables high-level 
functionalities. Capacitive MEMS accelerometers have wide scope in condition monitoring 
applications. Optimum design and material selection are the key issues in modeling for 
improving the performance of such accelerometer. Engesser et. al.[4] targeted to minimize 
the footprint area of the device, and proposed several techniques to more easily find the 
global minimum of optimization problems including MEMS sensors. Wang et. al. [5] 
proposed a design methodology using ganetic algorithm (GA) with freeform geometry to 
enhance the sensitivity, fabrication tolerances and band width of MEMS devices. Similarly, 
many optimization studies have been reported in the literature to improve the performance 
of micro sensors [6,7]. Recently, Gu et al. [8] proposed a mode identification algorithm and 
machine learning (ML) technique to predict the modal shape and physical behaviour of 
micro-resonators. They concluded that the proposed ML-based methodology has great 
potential to enhance the accuracy of MEMS sensors. Sometimes the material of the micro 
cantilever of MEMS devices is the critical factor to improve its performance and reliability 
[9]. Traditionally silicon or polysilicon has been used for the fabrication of micro sensors 
due to its special features. Currently, functionally graded (FG) material emerges a new kind 
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of material for micro scale devices. Several studies on FG micro beams [10–13] and micro 
plates [14–16] have been found in the literature. 
 From the literature, a limited work has been observed on improving the 
performance of FG MEMS sensors/accelerometers in fault diagnosis and condition 
monitoring. Therefore, the present work attempted to fill this gap and proposed a novel 
design methodology of FG MEMS sensors to improve their performance in condition 
monitoring. Initially, parametric studies are carried out to understand the effects of 
geometrical and material parameters on the sensitivity and resolution of the capacitive 
accelerometer with proof mass supported with FG beam suspensions. Furthermore, a 
trained multi-layer perceptron neural network is used to store the relationship between the 
input-output features as a nonparametric model. To enhance the sensitivity, the optimum 
material and geometric parameters are ultimately found. The firefly optimization method 
with a neural network-based function estimate module are used to obtain the results. 

2. Mathematical Modeling  

A schematic of a capacitive MEMS accelerometer is shown in Fig. 1.  

 

        

 

 

 

 

 

Figure 21 Capacitive accelerometer with moving mass and fixed fingers 

The central part of the accelerometer is a suspended micromechanical proof mass by 
connecting with folded beams through anchors. The proof mass will move relative to the 
moving frame of reference, which serves as the sensing element, when an external 
acceleration is applied. By measuring the difference in capacitance (differential 
capacitance) between the moving finger of the proof mass and the nearby fixed electrodes, 
the displacements of the proof mass using the capacitive sensing approach are detected. 

2.1 Material Modeling 

The equivalent stiffness, damping and mass of the system is first obtained. The folded 
beams are made of functionally graded material consisting of Silicon carbide (SiC) as 
phase-1 and aluminium (Al) at phase-2 constituents with variable volume fraction 
distributions along length and thickness directions. The mechanical and physical properties 
such as elastic constant (E), Poisson’s ratio (v) and mass density (ρ) are graded in both x 
and z directions separately with modified power law. The modified mixture rule for 
effective material properties is proposed as: 

#×¹¹(�, Ø) = #�9��(�, Ø)= + #�9��(�, Ø)=                            (1) 

Where #� and #� are the material properties of two constituent phases (Al and SiC), V1 and 
V2 are volume fractions of the aluminum and silicon carbide, such that  ��(�, Ø) + ��(�, Ø) = 1                                      (2) 

a 

c1 

Equivalent 
suspension 

Keq Beq 

Proof mass 
Meq 

x c2 
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The volume fraction �� is calculated by the bi-directional power law distribution as ��(�, Ø)	=	4�� + ÙÚ8ÛÜ 4ÝÞ8Ûß                                                             (3) 

where, nz and nx are the volume fraction indices along the thickness and axial directions 
respectively. The eq. (1) can be simplified in terms of �� as  #×¹¹(�, Ø) = (#� 	− 	#�) �� + #�                                         (4) 
 

2.2 Accelerometer model  

The dynamic model of the micro-accelerometer includes equivalent stiffness (°×�) and 
mass (�×�) of the springs, micro beams, and proof mass. Effective damping (R×�) is 
provided between the micro beams. The simplified governing equation of motion of 
MEMS accelerometer can be written as [17]: 
 �×��¥ + R×��̈ + °×�� = �×�	�×3F                                                          (5) 
 
Where, x is the vibration displacement of micro beam. Also,	�×3F indicates the input 
acceleration. There are four folded beam acting as four parallel springs in the system. 
Therefore equivalent mass, stiffness and damping can be expressed as [17–19]: 
 �×� = -ÕℎÕàÕLÕ + !¹-¹ℎ¹à¹L¹ + 4-âℎâàâLâ                                        (5a) 

°×� = (ãq� + 1) �jäbäâäk:äk                                                                            (5b) 

R×� = !¹�×¹¹L¹ 4 båok8                                                                               (5c) 

 
Where nf is the number of moving fingers used on suspending proof mass, �×¹¹ is effective 
viscosity of air, G is shear modulus, l is length parameter, g0 is nominal gap. L, b and h 
indicate length, width and thickness. Subscript m, f and b are used for proof mass, fingers 
and micro beam of MEMS system, respectively. 

2.3 Performance of MEMS accelerometer 

Generally, the performance of the micro sensor is observed based on the two factor, 
resolution and sensitivity of the system. The resolution of the MEMS accelerometer can be 
defined as the minimum detectable change in acceleration of the system. It can be 
expressed as [17]: 

   Resolution (U) = �Õ�� = æçè´²Òé��¢çèCÒ(é�l�) ∆PÕ��                                                 (6) 

 

Where ê = ´²�´²Ò, ëC� and ëC� are the gaps of the capacitor 1 and capacitor 2 from the FG 

micro beam. P� = εxåo is the capacitance of capacitor-1 and ∆PÕ�� is the induced capacitance 

change due to movement of movable finger. Similarly, sensitivity of the micro system can 
be expressed as [20]: 
 

Sensitivity (S) = 3Q = �ì�� = ¢çèæçè                                                                     (7) 
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3. Results and discussions 

A Matlab program has been developed to perform a parametric study of the MEMS 
accelerometer. Initially, the influence of different material and geometrical parameters on 
the sensitivity and resolution of micro sensor are illustrated in detail. The axial grading 
index value (nx = 0.2) is kept constant for each investigation. The constant values of various 
parameters  are considered as [17,20]: Lm= 200µm, bm= 80µm, hm= 6µm, Lf = 160µm, bf= 
3µm, hf= 6µm, nf =22, ír = 3µm, ëC� = 4µm and ëC� = 40µm. Figure 2 shows the effect 
of micro beam length (Lb) and grading index (nz) on the resolution and sensitivity of micro 
system. The increment of both Lb and nz leads to reduce the resolution of micro 
accelerometer. On the other hand with the increase of both beam length and material 
grading, sensitivity of the micro sensor increases gradually.  

      

(a) Resolution                                        (b) Sensitivity 

Figure 22 Influence of beam length and material gradation on the performance of   

        micro accelerometer 

 
It is observed that increment of nz value and lengthening of the micro beam increases the 
sensitivity, but it is fact that beyond certain value, it would induce adhesion between the 
electrodes due to lower value of stiffness, consequently harm the stability of micro system. 
Therefore, it is concluded that material grading index and beam length are very critical 
parameter for the performance improvement of micro accelerometer.   

 

                  (a) Resolution                                    (b) Sensitivity 

  

Figure 23 Influence of beam width and material gradation on the  

performance of micro accelerometer 
 
Figure 3 shows the effect of micro beam width (bb) and grading index (nz) on the resolution 
and sensitivity of micro system. Increasing bb value, from 3µm to 10 µm increases the 
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resolution of micro accelerometer. On the other hand with the increase of material grading 
from 0.5 to 5, resolution decreases. Similarly, sensitivity is also significantly affected by 
beam width and material gradation. However, fabrication of micro system with lower beam 
width is very difficult. Even if fabrication is possible, the beam can easily break during 
measurement of external acceleration. Therefore, in order to improve the performance of 
the micro-accelerometer, it is essential to investigate the optimal value of the beam width 
and material grading index. 

3.1 Performance optimization of MEMS accelerometer 

From the parametric studies, it is noticed that performance of micro accelerometer 
significantly affected by various geometrical and material parameters.  Therefore, it is 
necessary to determine the optimum parameters to maximize the resolution (��) and 
sensitivity (��) of MEMS accelerometer. For this purpose, A number weighted for 
the multi-objective functions was inserted into a single-objective scalar function for solving 
the MOO problem. Most of the optimization problems are generally formulated as a 
minimization problem. Therefore, Based on the weighted sum approach, the optimization 
problem can be formulated as follows: 

Minimize F(ï) = −9É���(Ø) + É���(Ø)= 

Subject to ï∈	�ïÕ��, ïÕQ3�                                                    (8) 

 
Where ï = [!ð , Lâ , àâ] are the design variables, É� and É� are the weight factors  for two 
objectives and ïÕ��, ïÕQ3 are the lower and upper limit on variables. 

3.2 Artificial neural network model 

By using the search capability of the optimization algorithm and using neural network 
function evaluation trained in the surrogate model framework, the optimal parameter can be 
found. Simulating complex issues are often solved using artificial neural networks (ANN). 
A well-known feed-forward ANN architecture that uses hidden layers to connect inputs and 
outputs is the Multilayer Perceptron (MLP).In present work, beam length, beam width and 
grading index are considered as input of the neural network and sensitivity and resolution 
are taken as output of the network. Here, all 27 (3 factor 3 level)  experimental results are 
used for training the model. The 3-10-2 architecture model with 464 epochs gives 
minimum mean square error. The regression map (R2 value) and performance plot is shown 
in Fig. 4(a) and Fig. 4(b), respectively. 

              
               Figure 24 (a) Regression map                    (b) Performance plot 
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3.3 Optimization result 

In this section, the optimal value of geometrical and material parameters are obtained using 
firefly optimization algorithm with neural network function estimation model. The firefly 
algorithm (FA) is developed based on the flashing behaviour of fireflies.  

 
Figure 25 Convergence plot : best fitness value vs number of generation 

In this algorithm, the intensity of the flashing light causes the firefly to move towards the 
brightest and most attractive location (objective function) to obtain the optimal solution. 
The optimal design variables and objective function values are obtained and compared with 
well-known particle swarm optimization (PSO) algorithm. The convergence plot for 
optimization is shown in Fig. 5. The optimum design parameters are investigated by 
varying weight factors such as summation of all the weights equal to one. The best solution 
is found by providing weight w1 = 0.5 and w2 = 0.5. The outcomes of the optimization are 
listed in Table 1.  

Table 7 Optimal design variables and objective function value 

Optimization 
Technique 

Input design variable Output function !ð Lâ(�Ö) àâ(�Ö) ��(mg) ��(µm/g) 
 

FA 0.73 498.23 5.54 1.75 0.35 
PSO 0.55 469.99 5.68 1.55 0.25 

The optimum value of grading index, beam length and beam width is calculated as 0.73, 
498.23µm and 5.54µm, respectively. The corresponding maximized value of resolution and 
sensitivity is achieved as 1.75 mg and 0.35 µm/g. 

4. Case study: crack detection in a beam 

In this section, the dynamic responses of a intact beam and cracked beam is analyzed by 
using MEMS accelerometer with optimized geometrical and material parameters.  

 

 

 

 

 

Figure 26 Cracked beam model attached with MEMS accelerometer 
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For this purpose, Consider an cracked aluminum (Al) cantilever beam of length Lal = 
200mm, width bal=20mm and thickness hal=10mm. A MEMS accelerometer is attached to 
the top of the beam, as shown in Fig. 6, and beam is excited by applying a force F.  Let ��(S) and ��(S) are the response of cracked Al beam and accelerometer. Therefore, the 
dynamic model of coupled system can be formulated as:  �Qn�¥� + RQn�̈� + g°Qn�� + °×�(�� − ��) = ñ                                                  (9) �×��¥� + R×��̈� + °×�(�� − ��) = 0                                                  (10) 

 
Where �Qn , RQn and °Qn are the mass, damping and stiffness of cantilever beam.α indicates 
the crack severity factor, varies from 0 to 1. The dynamic responses of MEMS 
accelerometer with and without crack are investigated using Newmark average acceleration 
method. The optimal value of nz, Lb and bb is considered for analysis. Here , the crack 
severity factor α = 0.2, which means 20% reduction in beam stiffness is considered due to 
crack. The dynamic response of intact beam and cracked beam is illustrated in Fig. 7. It is 
observed that when crack appears in the beam, the relative displacement of FG-MEMS 
accelerometer drastically increases more than conventional one. Therefore, it is concluded 
that proposed FG-MEMS accelerometer can detect damages in the machine components 
with higher accuracy. 
 

 

Figure 27 Dynamic response of MEMS accelerometer with and without crack 

 

5. Conclusion  

The present investigation tries to improve the performance and reliability of FG-MEMS 
accelerometers in condition monitoring applications. In many situations, the conventional 
accelerometer shows some error in vibration response when a small cracks present in the 
machine component due to improper design and material of folded beam and fingers. 
Therefore, proposed FG-MEMS accelerometer can detect the cracks accurately with lower 
possible cost. In this work, the optimal design variables have been obtained quickly and 
accurately using a non-traditional firefly scheme with an artificial neural network function 
estimation model. Furthermore, a case study is illustrated to understand the effectiveness of 
FG-MEMS accelerometer. An experimental work is required to measure the dynamic 
response of cracked structures using proposed micro-accelerometer, which can distinguish 
signals from un cracked equivalent conveniently.  
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Stress-Strength Model 
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Abstract 

Ships as transport entities contribute to more than 90% of the world’s trade. With the 

objective of realising safe shipping, the regulatory authorities are framing stringent rules 

and regulations. In spite of the strict norms, the global shipping sector is facing challenges 

in reducing maritime accidents. 30-40% of Global ship accidents are root caused to 

Structural failures. This paper aims to address the shortfalls of deterministic design 

approach and propose a new probabilistic model for condition monitoring of ship 

structures using the Stress-Strength model.   

 

Key words: Deterministic approach, Probabilistic approach, Structural integrity, Stress-

Strength model, Section Modulus, Probability of Failure. 

 

Abbreviations and Acronyms 

[Symbol] [Definition] [(Unit)] [Symbol] [Definition] [(Unit)] 

FoS Factor of Safety Mσt Total bending moment   

I Moment of Inertia [m4] Rs Reduction Factor  

Z Section Modules [m3] Cw Wave Coefficient  

Ms Still water bending 

moment 

IMO International Maritime 

Organization  

Mw Wave bending moment IACS International Association 

of Classification Societies   

 

1.  Introduction 

 
 The global shipping sector is responsible for the transportation of around 90 % of 
the world trade.  The shipping sector has a global fleet of more than 94,171 ships with a 
consolidated deadweight tonnage of ~2 Billion Tons. The Maritime shipping is the major 
contributor to the global economy. With its advantage of competitive freight costs, the 
seaborne trade continues to expand by sharing the benefits to the consumers across the 
globe leading to economic liberalisation. Further the shipping as a mode of transport has 
the ability to handle oversize or heavy loads and it can also meet the demand of safe 
transportation of refrigerated and hazmat cargos. The low carbon foot print (CO2 
emissions) of shipping is making it as an eco-friendly and sustainable mode of transport. 
The shipping sector is experiencing increase in demand for the goods and raw materials to 
meet the need of the growing world’s population. In the recent times, the accidents reported 
in the shipping sector are rising concerns among the different stake holders of the industry. 
30-40% of Global ship accidents are root caused to structural failures. The regulatory 
authorities like IMO & IACS are developing advanced and complicated roles in order to 
establish the structural principals. The main objective of this paper is to use the Stress-
Strength model for assessment of ship structural reliability.      
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This paper is organised as follows. Section 2 briefly touches on the statistics of accidents in 
the shipping sector. Section 3 addresses gist on the conventional deterministic approach 
being adopted in ensuring the structural integrity of ships. Section 4 addresses Probabilistic 
design approach in ship design philosophy. Section 5 addresses on details of the new model 
for condition monitoring of the ship structure. Section 6 concludes.  

  
2. Statistics of Accidents in Shipping Sector  

 

All the stake holders of the shipping industry are striving hard to meet the objective of 
transforming the maritime sector into a safe and reliable freight carrying mode. The 
regulatory authorities are framing stringent rules and regulations to built, maintain and 
operate the fleets. In spite of the strict norms, the global shipping sector is facing 
challenges in reducing maritime accidents. There are several factors for the maritime 
accidents like human errors, bad weather, technical issues, overloading capacity, heavy 
traffic etc.,  
 
The figure 1 below represents the share of marine incidents by type which contribute to the 
shipping accidents. Out of 85% of the total failure due to failure of any machinery and 
technical systems, 30-40% of incidents are root caused to structural failures. The designers 
should focus on the remedial actions for elimination/mitigating of the different failure 
modes associated with the structural failures.   
 

 

Figure 1: The percentage of marine incidents by type published by Transportation 
Safety board of Canada 

 
3. Deterministic Approach in Ship Design 

 
The conventional deterministic approach being adopted in structural design of ships 
considers global loads for assessing the structural integrity. Further, additional 
strengthening will be provided in local areas of concern. This approach considers ship as 
free-free beam and segregates the complete ship into individual blocks. For each of the 
block the weight, buoyancy, load, shear force & bending moment distributions will be 
computed for all the loading conditions separately. The magnitude of the maximum still 
water bending moment (MS) will be estimated by undertaking this exercise. In general the 
maximum bending moment will be experienced around amidships region.   
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The plots of Weight, Buoyancy, Load, Shear force & Bending Moment for a50-meter 
vessel is presented here. The vessel was segregated into 4 blocks (1 to 4). The weight 
distribution in each of the identified block is computed and similarly the buoyancy 
contributed by each block was extracted from hydrostatics data. Load curve was derived by 
computing the difference between the weight and buoyancy. Area under the load curve 
results the Shear force plot and the area under the shear force curve results in the bending 
moment plot. The Weight, Buoyancy, Load, Shear force & Bending Moment plot was 
given in the figure 2 below:  

 

 

 

Figure 2: Weight, Buoyancy, Load, Shear force & Bending Moment distribution for a      

            50 m vessel. 

The scantling of all the structural members falling in the mid-ship section will be frozen by 
adopting relevant rules formulated by classification societies. For this structural section the 
mass moment of inertia (I) & Section modulus (Z) will be computed.  The maximum wave 
bending moment (Mw) will be computed from the classification society formulations. The 
total bending moments (Mt) will be the sum of Still water bending moment (MS) & Wave 
bending moment (Mw). The working stress is calculated using the Euler’s equation (σ = ¢Fò 	).   The Ultimate strength of the material will be estimated based on testing of the 

specimen extracted from the grade of steel selected for manufacturing the ship hull.   The 
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factor of safety ( ñ¿' = 	 @nF�ÕQF×	óF{×�åFbô�{u��å	óF{×��  ) is calculated by substituting the corresponding 

ultimate strength & working stress values.  

If the computed factor of safety is greater than 1.5 the structural scantling configuration 
adopted will be frozen. If the FoS is less than 1.5 then the scantling will be increased and 
the same exercise will be undertaken until the FoS is greater than 1.5. Once the FoS criteria 
is met, than the mid-ship section scantlings will be considered to all the structural members 
that run 0.4 L either side of the mid-ship section. This will cater for the global loading / 
stresses being encounter by the ship and for local loading / stresses the local areas will be 
strengthened to have adequate structural integrity.   Though the deterministic structural 
design approach is widely used by the ship designers by catering higher factor of safety it is 
having its own drawbacks. In recent times deterministic based structural designs are 
leading to failures, because both stress & strength are considered as fixed known values 
and no consideration was given to the variability of stress or strength at all. Even though 
designed with high factor of safety leading to unreliable designs and structures could fail, 
this was primarily due to the fact that no consideration was given to the variability of stress 
and strength with respect to time (ageing).   

 
4.    Probabilistic Approach in Ship Design 

 
In recent times, the ship designers are shifting to probabilistic design approach for 
structural design of ships. The probabilistic design approach results in most reliable and 
economical ship designs by address the variability of stress & strength and also eliminate 
the risk of over-designing often being experienced with deterministic approach.  

 

In the probabilistic model, both the stress and strength will be considered as random 
variables and they are modelled with their corresponding probability density functions.  
The subsequent paragraphs details on the modelling of working stress on the ship structure 
& ultimate strength of the ship girder.  

  

Modelling of working stress acting on the ship girder:   

 
Ship at sea experiences different kinds of global and local loads. In order to design the ship 
structures to have adequate structural integrity, firstly all the global and local loads have to 
be modelled with the governing phenomena’s and then the structure have to be designed to 
withstand all the loads.  The following are the different types of loads being experienced by 
the ships:  

• Static load (Still water) & Wave loads (wave induced) – Global load 

• Torsion loads – Global load  

• Pounding, Panting, Racking loads etc., – Local loads  

 

Still water Wave-
induced Torsion Pounding Panting Racking Stress
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The total stress acting on the ship structure will be sum of all the stresses being contributed 
by the individual loads (both global & local). The local loads do occur for special type of 
ship and that to for a specific period of time. Generalised modelling of local stresses 
resulted due to local loads may not be feasible. Given a particular type of vessel modelling 
of local stress can be attempted. Most of the designers address the local stresses by 
provisioning additional local strengthening to counter them. The present paper considers 
the modelling of stress being encountered by global loads.  

 
The stress is a function of bending moment, modelling of the bending moment is equivalent 
to modelling the stress. The primary total bending moment (Mt) can be divided into still 
water bending moments (Ms) & wave-induced bending moment (Mw). Here the time 
(ageing) is considered as variable. The modelled equation for total bending moment (Mσt) 
is as follows:  �õF(S) = ]� × ��(t) +]ö × �� × �ö (t)                    (1) 

 
Ks & Kw are random variable representing modelling uncertainty in the still-water & wave 
bending moments respectively. Xs accounts for the non-linearity in the wave bending.  

 
The linear theory can be applied to simplify the time dependent functions Ms (t) & Mw(t) as 
time independent Ms& Mw[1].  

Parameter Sagging condition Hogging condition 

Ms −0.065 × ­ö × L� × &� × R(­E + 0.7) ­ö × L� × R × &� × (0.1225 − 0.01­E) 

Mw −0.11 × ­ö × L� × &� × R(­E + 0.7) 0.19 × ­ö × L� × R × &� × ­E 
 

Where L is Length, B is Beam, CB is Block coefficient of the ship under consideration, Rs 
is reduction factor for deciding the service limitations for type of ship. CW is wave 
coefficient which can be calculated as follow:  

Parameter 100<L<300 300<L<350 L>350 

Cw 10.75 − (300 − L100 )* �<  
10.75 10.75 − (L − 350150 )* �<  

 

The aforementioned equations were published by most of the classification societies for 
calculating the still water and wave induced being moments.    
 
Modeling of Ultimate Strength of Ship Girder:  

The ultimate strength or its final strength capacity of the ship decrease overtime as the ship 
structure ages. The strength of the ship is a function of bending moment capacity of the 
ship hull and the same can be represented by the equation as follows: �ó(S) = ú × ûü	 × ï(S)                                                      (2) 

ú is buckling knock down factor, ûü	 and Z(t) are the ultimate strength and section 
modulus of the ship’s hull structural section (midship section) respectively.    
 
 

Corrosion Fatigue Thermal Fouling Inherent 
Strength Strength
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There are several factors like corrosion, fatigue, thermal stresses, fouling etc., which affects 
the inherent strength of the ship structure. The structural degradation will affect the ship 
hull girder capacity by reducing the section modules Z(t) ove
the ship can be derived by multiplying all the affects due to individual factors. The effect of 
each of the aforementioned factor on the section modulus of the ship hull structure has to 
be modeled by incorporating the critica
addresses modeling of only corrosion published in literature. Corrosion decreases the 
ultimate section modulus of the ship hull structure by reducing the effective thickness of 
the structural members. Further, it also effects the ability of the ship structure to withstand 
the moments caused by global and local loads. In literature there are several models to 
capture the effect of corrosion of the section modulus of the ship hull by considering the 
critical parameter as time (ageing). Câmara & Cyrino [2] has developed the following 
equation of predicting the hull girder section module loss due to the effect of corrosion 
overtime.  

ïC(S) = ï(S) ×
ïC(S) is the new computed section modulus due to ageing of the ship hull.

By replacing the above term in the main modelled strength equation results in the final 
main hull girder bending moment capacity is as follows:

�ó(S) = ú × ûü
The Stress-Strength model: 

Both the modelled Stress and Strength functions are random variables with same 
probability space (time) and can assume several values. The Stress Strength model c
definition of governing limit state function G(t) which is joint probability distribution 
function as follows [3]: 
 

 

 

 

 

 

 

The following conditions / events of the Governing limit state function can be used to 
interpret the condition of the ship structure:

 

 

Governing Limit 

state Function  

G(t) 
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is the new computed section modulus due to ageing of the ship hull.

By replacing the above term in the main modelled strength equation results in the final 
main hull girder bending moment capacity is as follows: 

ü	 × ï(S) × (1 − r.ý×(Flþ)o.���rr )                           (4)

 

Both the modelled Stress and Strength functions are random variables with same 
probability space (time) and can assume several values. The Stress Strength model c
definition of governing limit state function G(t) which is joint probability distribution 
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is the new computed section modulus due to ageing of the ship hull. 

By replacing the above term in the main modelled strength equation results in the final 
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Both the modelled Stress and Strength functions are random variables with same 
probability space (time) and can assume several values. The Stress Strength model calls for 
definition of governing limit state function G(t) which is joint probability distribution 

The following conditions / events of the Governing limit state function can be used to 
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4. New Model for Condition M

 
As part of preventive & predictive maintenance of ship structures, Condition Monitoring is 
crucial to achieve reasonably long and safe operational life with a minimal risk of 
catastrophic failure during the complete life cycle of the ship.  The variability in stress & 
strength as discussed in para 4 should be completely monitored to avoid the catastrophic 
fracture or a complete stop. Environmental conditions in which the ship operates and the 
ageing (time) are two important factors to be addressed for effective design of reliable 
ships that can sustainably ply for the expected service life.  Generally, the ships are 
designed for type of cargo to be handled, the specific routes and region of operation will be 
certain. The mean stress being experienced by the ship under consideration will be more or 
less remains the same with time (ageing) except for its spread (variabil
end the mean strength of the ship reduces over time (ageing) due to wear & tear, Corrosion, 
fatigue etc., and the spread (variability) will also increase its distribution. The figure 3 
clearly depicts the stress, strength distributio
 

G(t)> 0 

G(t)=0 

G(t)<0 
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State of the ship structure 

 
 
 
 
 
 
  
 
In this condition, the ultimate strength of the ship girder is more 
than the working stress acting on the structure. This indicates safe 
state / safe domain. 
 
 
 
 
 
 
 
 
This condition represents the warning limit / border between the 
safe state and the failure state. The boundary between these two 
regions is the failure surface.   
 
 
 
 
 
 
 
 
 
The condition represents the state of failure where the distri
of the ultimate strength overlaps with the distribution of the 
working stress.  

for Condition Monitoring of Ship Structure 

As part of preventive & predictive maintenance of ship structures, Condition Monitoring is 
sonably long and safe operational life with a minimal risk of 

catastrophic failure during the complete life cycle of the ship.  The variability in stress & 
strength as discussed in para 4 should be completely monitored to avoid the catastrophic 

stop. Environmental conditions in which the ship operates and the 
ageing (time) are two important factors to be addressed for effective design of reliable 
ships that can sustainably ply for the expected service life.  Generally, the ships are 
esigned for type of cargo to be handled, the specific routes and region of operation will be 

certain. The mean stress being experienced by the ship under consideration will be more or 
less remains the same with time (ageing) except for its spread (variability).     On the other 
end the mean strength of the ship reduces over time (ageing) due to wear & tear, Corrosion, 
fatigue etc., and the spread (variability) will also increase its distribution. The figure 3 
clearly depicts the stress, strength distributions of ships with time (ageing). 
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In this condition, the ultimate strength of the ship girder is more 
than the working stress acting on the structure. This indicates safe 

This condition represents the warning limit / border between the 
safe state and the failure state. The boundary between these two 

The condition represents the state of failure where the distribution 
of the ultimate strength overlaps with the distribution of the 

As part of preventive & predictive maintenance of ship structures, Condition Monitoring is 
sonably long and safe operational life with a minimal risk of 

catastrophic failure during the complete life cycle of the ship.  The variability in stress & 
strength as discussed in para 4 should be completely monitored to avoid the catastrophic 

stop. Environmental conditions in which the ship operates and the 
ageing (time) are two important factors to be addressed for effective design of reliable 
ships that can sustainably ply for the expected service life.  Generally, the ships are 
esigned for type of cargo to be handled, the specific routes and region of operation will be 

certain. The mean stress being experienced by the ship under consideration will be more or 
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Figure 3: Stress / Strength distributions for ship with respect to ageing (time)  
 

In figure 3, we can identify that mean value of the stress remains the same, however the 
spread changes due to varying environmental loads that are being experienced by the ship. 
The mean value of strength continuously tends to decrease and the variance (spread) 
increases as the ship ages. When the ships are in brand new condition (t=0) both the stress 
and strength distributions are wide apart and there will be no scope for probability of 
failure. But as ships ages the area of overlap between stress and strength distributions tends 
to increase leading to more scope for probability of failure. As discussed in para 3, the 
deterministic design approach fails to capture this phenomenon and leading to structural 
failures of the ship as ageing progresses.  The probabilistic approach well captures the 
probable areas of overlap and necessary remedial actions can be taken to avoid occurrence 
of such failure. The structural reliability of ship structures can be enhanced by adopting 
following remedial actions [4]: 

 
(a) Action 1: By Derating the stress acting on the ship and choosing high factor of safety 

the gap between the stress and strength distributions can be increased. This will lead to 
no overlap zone thereby achieving zero probability of failure condition.  

(b) Action 2: By reducing the variability in stress by regulating the environmental loads 
being encountered by the ship. This will result in reducing the variance associated with 
the stress distribution this will decrease the changes of overlap region thereby reducing 
the probability of failure.  

(c) Action 3:  By reducing the variability in strength by adopting better quality control 
procedures during the production of the ships. This will result in reducing the variance 
associated with the strength distribution this will decrease the changes of overlap region 
thereby reducing the probability of failure.  

 
Generally, the ship operators do not have adequate understanding on the dynamics 
associated with the loading patterns that the hull girder experiences and the condition of the 
ultimate strength of the hull girder during its service life. The designers should provide 
adequate data which can be handy to the ship operators in decision making during ship 
operations. The present paper proposes for development of a software programme as future 
work for reliability evaluation of the ship structure during operational cycle where the 
operators can input the basic details of operating conditions and the software automatically 
computes the limiting state function and recommends the condition of the hull girder.  

The ship girder is considered as free free beam.  As environmental loads (global & local) 
act on the beam, it experiences hogging and sagging conditions. In both the conditions 
either in compression or in tension the midship section of the hull girder will experience the 
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maximum loading. The present paper proposes to select the midship section to assess the 
state of governing limit function.  By the three criteria defined in para 4 the condition of the 
hull can be assessed.   

5.  Conclusion  

 
 The statistics associated with different incidents that cause marine accidents were 
discussed and the necessity for ensuring the structural integrity to reduce the marine 
accidents was also deliberated.   The conventional deterministic structural design approach 
being adopted by the ship designers was discussed at length and its drawbacks were 
highlighted. The need for adopting the probabilistic design approach to capture the 
variability of stress and strength were highlighted. The complete modelling of distribution 
associated with the working stress being experienced by the hull girder and ultimate 
strength of the hull girder were elaborated. The use of Stress-Strength model for condition 
monitoring of the ship hull girder was discussed.  By using the methodology proposed in 
the present paper a sophisticated software tool can be developed as a future work for 
assessment of ship structural reliability.  
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